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Presidential elections have provided the fi rst signs 
of success for online campaigning and political 
participation. In what has been dubbed “poli-
tics 2.0,” politicians are using highly participa-
tory and multimedia Web platforms for success-
ful policy discussion, campaign advertising, voter 
mobilization, event announcement, and even more 
importantly, online donations. The highly visi-
ble and successful Barack Obama campaign pro-
vides a testament to the power of Web 2.0 and 
the youth-based grassroots political movement.1,2

For example, during the 2008 elections, the 
Obama campaign raised US$16.5 million in 
“micro” contributions. Obama averaged $1 mil-
lion per day for major parts of his campaign.3

After winning the presidential election, Obama 
has continued the “reinventing the government” 
theme in the White House. New “government 
2.0” initiatives are under way, including presiden-
tial blogs; wikis for policy discussions; transpar-
ency in scheduling, meetings, and donations; com-
munities of experts; and so on.

As the government and political process be-
come more transparent, participatory, online, 
and multimedia rich, there is a great opportu-
nity for adopting advanced AI and intelligent 
systems research in e-government and politics 
2.0 applications. Selected techniques in data, 
text, Web, and opinion mining, social network 
analysis, visual analytics, multimedia analysis, 

ontological representations, and social media 
analysis can support online political participa-
tion, e-democracy, political blogs and forums, 
e-government service delivery, and transparency 
and accountability.4

Web 2.0 and the Wisdom
of the Crowds
Unlike the basic publication, access, and content 
delivery model of Web 1.0, Web 2.0 promises to 
be more interactive, participatory, content rich, 
seamless, scalable, and service oriented. The term 
Web 2.0, coined by Tim O’Reilly, “is a trend in 
the use of the WWW technology and Web design 
that aims to facilitate creativity, information shar-
ing, and collaboration among users. Web 2.0 is 
the business revolution in the computer industry 
caused by the move to the Internet as a platform, 
and an attempt to understand the rules for success 
on that new platform.”5 Web 2.0 applications have 
become pervasive and have appeared in highly vis-
ible systems such as Google AdSense, Flikr, Nap-
ster, Wikipedia, blog spaces, forums and bulletin 
boards, search engine optimization, Web services, 
tagging (folksonomy), content syndication, and so 
on.5 Some of the key characteristics of Web 2.0 
applications are

architecture of participation and wisdom of the •	
crowds;
Web services and service-based architectures;•	
cost-effective scalability, grid computing, and •	
cloud computing;
Ajax, JSON (JavaScript Object Notation), CSS, •	
RSS, and dynamic content delivery;

The advent of Web 2.0 has stirred much ex-

citement and created abundant opportunities 

for reinventing businesses and governments. The 

recently concluded 2008 US House, Senate, and
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remixable data sources, Web APIs, •	
mashups, and the programmable 
Web;
open source development, “some •	
rights reserved,” “copyleft”; and
collective intelligence and user- •	
generated content.

As explained by O’Reilly, the value 
of the software and application is only 
proportional to the scale and dyna-
mism of the data it helps to manage. 
The Web service automatically gets 
better the more people use it—tapping 
into “the wisdom of the crowds.” The 
network effects from user participa-
tion are the key to market dominance 
in the Web 2.0 era. By leveraging  
customer-generated content and al-
gorithmic data management, we can 
reach out to the entire Web, to the 
edges and not just the center; to the 
long tail of the user, customer, and 
citizen curve, and not just the head. 
From the business to the government, 
and from Internet marketing to pub-
lic health, Web 2.0 offers a tremen-
dous transformational opportunity 
for many aspects of modern society.

E-government, Politics 2.0, 
and the My.BarakObama.
com Campaign
The US Government’s painstak-
ing process of “going electronic” 
is a good illustration of some of  
the unique challenges and issues fac-
ing government.4 Legislation and 
regulations concerning information 
technologies and the Internet in par-
ticular were developed only recently. 
For example, the 1996 Information 
Technology Management Reform 
Act established the US Government’s 
CIO position to manage IT resources.  
After seeing many successful Internet 
applications in the business sector, 
in August 1998 the US Government 
announced the WebGov portal proj-
ect, which aimed to provide one-stop  

information dissemination for the 
government. The project failed and 
was replaced in 2000 by the FirstGov 
portal. In 2001, Congress passed the 
Health Insurance Portability and Ac-
countability Act (HIPAA). This legis-
lation, which requires all healthcare 
information to comply with privacy 
regulations, continues to have a sig-
nificant impact on the US healthcare 
and insurance industries.

In addition to e-government mod-
ernization, the political campaign 
and citizen participation process has 
also undergone a major transfor-
mation recently. The popularity of 
the Web 2.0 media has created sig-
nificant progress in politics 2.0. Ac-
cording to the Webby Awards’ “Top 
Ten Web Political Moments” (www. 
webbyawards.com/press/top10political.
php), the first political candidate Web 
site was established in 1994. In 1998, 
the Drudge Report broke the Lewin-
sky scandal, and the first Internet  
voting took place in 2000. Fast- 
forward: CNN hosted the first You-
Tube debates in 2007, and in 2008 

Barack Obama launched a highly 
mobile and successful Internet-based 
presidential campaign.

Started with little support and funds, 
the young and relatively unknown  
Illinois Senator Barack Obama began 
his Internet campaign with a vision of 
leveraging the power of Web 2.0 to 
inspire for change, especially among 
Democrats and the young. As stated 
on the My.BarackObama.com Web 
site now (Figure 1), “When you cre-
ate an account on My.BarackObama.
com, you’re joining the online com-
munity of organizers who helped elect 
the President and now are working to 
bring real change on critical issues, 
including healthcare, education and 
energy reform. Join millions of Amer-
icans calling for change using our on-
line tools [to]: find an event near you, 
join a local organizing group, and get 
trained on community organizing.” 
With the highly interactive and care-
fully designed Web site, users can cre-
ate individualized accounts, watch 
candidate YouTube videos, read polit-
ical blogs, help make campaign phone 

Figure 1. My.BarakObama.com Web site, which serves as a one-stop shop for 
announcements, multimedia content, volunteer information, donations, and so on.
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calls, participate in political events, 
join online and offline groups, send 
and receive campaign-related text 
messages, and make donations. As a  
result, Obama was able to raise US$45 
million by February 2008. Many pol-
iticians now consider the Internet an 
indispensible platform for their future 
campaigns and for engaging in dia-
logues with their constituents.1-3 

Trends . . .
Several trends have become more 
prevalent for e-government and poli-
tics 2.0.

Multiway Political Dialogues
Unlike the traditional one-way mass-
media campaign (for example, via TV 
and radio), Web 2.0 supports rich in-
teractions between politicians and the 
masses, and also within the masses. In-
stead of relying on traditional speeches, 
advertisements, town-hall or TV de-
bates, newspaper editorials, and face-
to-face campaigners, e-government and 
politics 2.0 can more effectively reach 
larger and more interactive and en-
gaged audiences through webcasts, 
blogs, political forums, candidate vid-
eos, social bookmarking, and online 
debates and Q&A. However, computa-
tional analysis of such rich and diverse 
content will require advanced Web, 
text, and opinion mining techniques.

Viral Marketing and Narrowcasting
Instead of relying on the traditional 
mass broadcasting approach, Web 2.0 
offers a unique opportunity for deliv-
ering content that is highly custom-
ized based on a Web citizen’s interest 
and political leaning (that is, “nar-
rowcasting”). Personalization tech-
niques and recommendation systems 
have already shown significant re-
sults in Web 2.0 business applications 
for products such as books, video 
rentals, and movies. Through ad-
vanced social-network analysis, viral  

marketing methodology can be lev-
eraged to conduct an effective politi-
cal campaign through the word-of-
mouth and network effect.

Rich Multimedia Content
The YouTube/CNN debates are 
a great example of the power of  
the multimedia social-networking 
sites. Through online channels,  
candidates can create cost-effective 
and timely campaign videos, engage 
in online debates, solicit citizen- 
submitted questions, and cultivate 
different online social groups. Web 
2.0 service-based, lightweight tech-
nologies such as Ajax, JSON, CSS, 
and RSS make delivering rich politi-
cal content possible. Advanced im-
age and video analysis techniques 
will enable analysis of such multi-
media content.

Online Fundraising
Web 2.0 technologies have also low-
ered the barriers to entry by allow-
ing candidates to reach the masses 
and solicit contributions through 
“micro donations.” The long tail of 
the Web 2.0 user curve is ideal for ef-
fective online political fundraising. 
Instead of targeting the affluent in a 
traditional campaign banquet format 
of $500 or $1,000 per plate, micro-
donations from the online masses 
on the scale of $10 and $20 per per-
son (and with little transaction cost) 
quickly add up to a major campaign 
monetary pool.

From the Real World to the Virtual 
Worlds
Rich 3D virtual environments that 
can support realistic, interactive,  
avatar-based navigation, interaction, 
training, and collaboration have be-
gun to draw attention from Web 2.0 
researchers. Many perceive the vir-
tual worlds as a likely “Web 3.0” fu-
ture, which could have a significant 

impact on future e-government and 
politics 2.0 development. 3D worlds 
such as Second Life have already been 
used by politicians (both Obama and 
Hillary Clinton had presence in Sec-
ond Life during their 2008 campaigns) 
and adopted by government and mili-
tary organizations for customer ser-
vice, product demonstration, military 
training, and healthcare education.6 It 
remains an open question whether 3D 
worlds will be an effective platform 
for delivering government services or 
facilitating citizen participation.

. . . and Controversies
Despite these positive trends, several 
controversies present unique chal-
lenges for e-government and politics 
2.0 researchers.

The Great Divide
Instead of acting as the “great equal-
izer,” the Internet has oftentimes in-
stead caused a “great divide,” sepa-
rating users from nonusers on the 
basis of income, social class, age, ge-
ography, access, race, and so on. Web 
2.0 participation has clearly favored 
the young, affluent, and IT-savvy cit-
izens. How to continue to lower the 
barriers to entry for citizen participa-
tion is still a major challenge. 

Copyright
Copyrights to user-generated content 
continues to be controversial. Sites 
such as Facebook, TurnItIn.com, You-
Tube, and Digg have all faced legal 
threats or action regarding the copy-
right of content uploaded by users. For 
e-government and politics 2.0 sites, it 
is unclear how citizen-generated con-
tent at those sites can be used for other 
political or commercial purposes.

Security and Privacy
Another major obstacle for online 
political participation and citizen en-
gagement relates to cybersecurity and 
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privacy. How can the government 
ensure the proper usage and control 
of citizen-generated contents? How 
can the government safeguard online 
transaction and information sharing 
among citizens? As the Internet be-
comes more pervasive, the inherent 
danger of information leaks, informa-
tion misuse, corruption and manipula-
tion, and system intrusion has become 
more imminent. Careful cybersecurity 
and information assurance research 
must address these issues.

This issue’s Trends and Controver-
sies department includes five essays on  
e-government and politics 2.0 from 
distinguished experts. Each essay 
presents a unique, innovative research 
framework, computational methods, 
and selected results and examples.

In “Blogosphere Research: A 
Mixed-Methods Approach to Rap-
idly Changing Systems,” David Karpf 
discusses the growth of the politi-
cal blogosphere and presents a few 
lessons that may be applicable to IT 
and political research. Karpf sug-
gests that the rapidly changing nature 
of information technologies and the 
sheer abundance of available data are 
two of the most pressing challenges 
for researchers. In “OntoCop: Con-
structing Ontologies for Public Com-
ments,” Hui Yang and Jamie Callan 
present a system, designed to help 
organize online public comments 
from citizens, that works interac-
tively with a person to organize a set 
of concepts into an ontology. Exper-
imental results show that interactive 
learning produces useful ontologies 
and saves time and human effort. In 
“Enabling the Dialogue—Scientist<> 
ResourceManager<>Stakeholder: Vi-
sual Analytics as Boundary Objects,”  
Judith B. Cushing and colleagues  
report on scientists’ use of visual  

analytics to repurpose ecology re-
search for government resource man-
agers. The authors believe that visual  
analytics can act as effective bound-
ary objects to communicate and im-
prove understanding when working 
across linguistic, conceptual, disci-
plinary, or interest group boundaries. 
In “Moving Toward ‘Intelligent’ Pol-
icy Development?” Ann Macintosh 
presents selected augmentation sup-
port tools for assisting effective policy 
development. Social network analysis, 
argumentation mining, argumenta-
tion analysis, and argumentation vi-
sualization are some of the promising 
areas of research she suggests. In the 
fifth and last essay, “E-Government 
2.0 in Asia: Trends, Opportunities, 
and Challenges,” Paul Jen-Hwa Hu 
and colleagues describe representative  
e-government projects in Asia and 
present several more in-depth case 
studies of e-government develop-
ment in Taiwan. The authors suggest 
knowledge mapping, social media 
scanning, and social network analy-
sis as promising research directions.
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Blogosphere Research: A 
Mixed-Methods Approach 
to Rapidly Changing 
Systems

David Karpf, Brown University

“Politics 2.0” can be understood as 
the harnessing of the Internet’s low-
ered transaction costs and condition 
of information abundance toward the 
goal of building more participatory, 
interactive political institutions. As 
with any such term, the definition’s 
boundaries are fuzzy, and the topic 
lends itself both to technologically de-
terministic prognostication and hast-
ily constructed rebuttal. Among the 
various elements of politics 2.0, the 
political blogosphere has attracted 
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the greatest early scrutiny. This essay 
reviews political science research on 
the blogosphere, noting in particular 
how the medium itself has continued 
to change and evolve, undermining 
the assumptions in our research de-
signs. Only through a combination 
of quantitative and qualitative meth-
ods have we been able to accurately 
depict the size, scope, and usage of 
political blogs in American politics 
today. A few lessons from the brief 
history of blog research may be appli-
cable to the study of technology and 
politics 2.0 more generally.

Political Blogging, Take 1
The first generation of blog research 
emerged in 2003 and 2004. Although 
blog software had been widely avail-
able since Pyra Labs introduced its 
Blogger platform in 1999, blogging 
didn’t receive attention as a signifi-
cant tool for political engagement 
until 2002, when political bloggers 
played a key role in pressuring US 
Senator Trent Lott to step down from 
his position as Majority Leader (after 
making racially controversial state-
ments at the birthday party of retir-
ing Senator Strom Thurmond). Early 
bloggers were a mix of “citizen jour-
nalists” and amateur political strate-
gists, relying upon the near-costless 
publishing platform to express their 
ideas and opinions, and creating na-
scent communities through blogrolls 
and within-text hyperlinks. Political 
bloggers were also influential in sup-
porting Howard Dean’s Presidential 
candidacy and in exposing forged 
documents presented by Dan Rather 
on 60 Minutes. 

Early academic research on blog-
ging focused on the potential of the 
low-cost tool for radical increases in 
mass participation and as a challenge 
to elite media operations. Anecdotal 
examples of blogger effectiveness, cou-
pled with empirical evidence of rapid 

blogosphere growth, suggested that 
the new medium could give every mo-
tivated individual the ability to reach 
millions and influence public policy.

By those measures, blogging proved 
to have a rather disappointing track 
record. As Matthew Hindman dem-
onstrates in his 2008 book,1 politi-
cal blogs have attracted far less atten-
tion than humor and entertainment 
blogs, and the maturation of the blo-
gosphere has featured the growth of 
a limited number of “hub” sites that 
attract exponentially more hyper-
links and site visits than the average 
blog. Blog software may give anyone 

a megaphone, but with the informa-
tion abundance of the Internet, only 
the elite few can attract a large au-
dience. Given that the lion’s share of 
top political bloggers held advanced 
graduate degrees, the development of 
a new Internet elite seemed to mir-
ror the same demographic disparities 
prevalent in offline society. Mean-
while, though blogs provided an al-
ternate venue to the mainstream me-
dia, major media outlets began hiring 
bloggers and incorporating blogs into 
their set of offerings. Although news-
papers are clearly experiencing finan-
cial distress today, blogs are hardly 

the main culprit. Rather, it was 
Craigslist that undermined the mar-
ket for classified ads, and Google that 
altered how we search for and obtain 
new information. Blogs have served 
as an alternate venue for political re-
porting and engagement, but not one 
that necessarily replaces or challenges 
existing elite structures.

Political Blogging, Take 2
If the blogosphere failed to live up to 
the hopes of first-generation propo-
nents and researchers, however, that 
isn’t to say that it had no substantive 
impacts. Though the introduction of 
online self-publishing tools failed to 
radically recast elite political institu-
tions, the blogosphere has nonethe-
less yielded a new set of elites and, ar-
guably, increasingly porous networks 
of influence within those institutions. 
The introduction of these new tech-
nologies of political engagement has 
yielded opportunities for the forma-
tion of novel political associations 
and a host of expanded tactical rep-
ertoires that change how politically 
active citizens engage in politics. In-
deed, one of the chief problems the 
initial generation of Internet research-
ers faced was that, as the blogosphere 
expanded, it was adopted in new and 
unexpected manners that didn’t fit 
within the boundaries of our research 
program. 

Consider DailyKos.com, the larg-
est political blogging community in 
America today. Daily Kos was ini-
tially the personal blogging home of 
Markos “Kos” Moulitsas, an out-
spoken left-wing Democrat. In Octo-
ber 2003, Moulitsas adopted a new 
“community blogging” software plat-
form operated by “Scoop.” The com-
munity blogging platform allowed 
all registered users to post their own 
blog entries as “diaries” on the site. 
The site quickly soared in popularity 
as progressive bloggers settled upon it 

Blog software may give 
anyone a megaphone, 
but with the information 
abundance of the 
Internet, only the elite 
few can attract a large 
audience.
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as a hub space for their community of 
interest. As several longtime bloggers 
revealed in interviews, “the difference 
between Kos and everyone else wasn’t 
that he was so much more talented. It 
was that he adopted the community 
platform first.”

The introduction of community 
blogging software is one dimension 
of the blogosphere’s shifting terrain. 
These platforms enable blogs to func-
tion as coordination points for online 
communities of interest, the largest 
of them functionally indistinguish-
able from political interest groups. 
The Daily Kos community establishes
campaign priorities, endorses politi-
cal candidates, fundraises and vol-
unteers for them, and even holds an  
annual in-person convention. While 
the first generation of Internet research-
ers were busy exploring the degree to 
which individual elite bloggers were 
distinct from other political elites, the 
bloggers themselves were refashioning 
their sites to provide greater voice and 
mobility to their communities.

A second dimension of innova-
tion involves the adoption of blog-
ging platforms into the Web offer-
ings of existing institutions. While 
early proponents of the blogosphere 
envisioned the small core of counter-
institutional bloggers expanding ever 
outward and reshaping American 
politics, the actual diffusion process 
looked quite different. Once blog-
ging gained enough notoriety to be 
taken seriously, existing media and 
political institutions adopted the 
technology themselves. Major media 
institutions hired bloggers to work 
full time for them, offering content  
on their sites. Political campaigns, 
businesses, and interest groups all 
added blogs to their own sites, and 
new content management systems 
made blogging a basic feature of Web 
site redesign. These “institutional 
blogs,” of course, adapt the technology 

to their own needs and goals. As tech-
nology writer Clay Shirky predicted 
in 2003, “At some point (probably 
one we’ve already passed), weblog 
technology will be seen as a platform 
for so many forms of publishing, fil-
tering, aggregation, and syndication 
that blogging will stop referring to 
any particularly coherent activity.”2 
The central challenge for the research 
community, then, lies in accurately 
measuring and describing a phenom-
enon that is itself rapidly changing 
in unpredictable ways. I treat these 
two types of blog innovation as di-
mensions in a typology of blogspace,  
allowing for categorization and com-
parison of differing blog formats.3

An additional challenge in this re-
gard comes with the issue of how we 
measure influence in the blogosphere. 
Hyperlink analysis and site traffic are 
the two most common measures, but 
each has its particular flaws. Hyper-
links give an accurate map of cluster-
ing and communities within the larger 
blogosphere, but the rise of “splogs” 
(spam blogs) muddies the waters. 
Also, as community sites like Daily 
Kos become more self-referential, a 
number of the outbound hyperlinks go 
to the traditional news organizations 
that employ full-time journalists. The 
relationship between links and site 
traffic heavily fluctuates. Site traffic, 
meanwhile, is notoriously difficult to 
measure, and the best data is kept be-
hind proprietary firewalls. In my own 
research, I convert four independent 

measures of blog influence (network 
centrality, hyperlinks, site traffic, and 
total comment volume) into ordinal 
rankings, then merge those rankings 
to form a composite ranking system 
for the political blogosphere. Table 1 
describes the individual measures I 
use. Critically, this methodology is 
the only currently available that pro-
duces rankings without relying solely 
on a single, flawed metric.3

Combining the 2D blogspace 
map with the composite rankings 
of the elite blogosphere yields sev-
eral key findings about the partisan 
makeup of the American political 
blogosphere. The community blog-
ging platform has been heavily used 
by progressive bloggers (to great fi-
nancial benefit for their favored po-
litical candidates), while conserva-
tive attempts to replicate Daily Kos 
and the other large community sites 
have largely foundered. The most 
successful conservative bloggers op-
erate closed-authorship individual 
or institutional blogs, limiting their 
capacity for collective action in 
the blogosphere. As blog traffic in-
creased in the 2008 election season, 
the progressive blog network sub-
stantially increased its advantage 
over its conservative counterpart.4 
These findings only emerge when de-
tailed qualitative analysis techniques 
are combined with large-scale data 
collection. The research literature 
ignored variability in blog type for 
years because qualitative insights on 

Table 1. Blogosphere authority index overview.

Score Definition

NCS The network centrality score gathers applied sociometric data based on 
appearance in progressive blogrolls.

HAS The hyperlink authority score rates a site’s authority among political  
bloggers using link patterns, as measured by Technorati.

STS The site traffic score rates visits-per-day statistics as measured by a  
combination of Sitemeter and Alexa traffic rankings.

CAS The community activity score rates interactive participation as measured 
by total blog comments.

BAI The final blogosphere authority index score combines the raw NCS, HAS, 
STS, and CAS scores. The three best scores are added, and the fourth is 
dropped; the ranking of the cumulative scores gives the index.
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the use of blogs were left apart from 
quantitative research design choices. 

Lessons for Future 
Researchers
The two greatest challenges for re-
searchers interested in e-government 
and politics 2.0 are the rapidly 
changing nature of the technologies 
under study and the sheer abundance 
of available data, much of which is 
of questionable quality. Link-based 
analysis in particular has become 
highly popular recently, as complex 
data visualization packages claim to 
offer “maps” of Web communities 
and their most influential members. 
Although there is some substantial 
value in these tools, we should recall 
the longstanding slogan, “garbage 
in, garbage out”: a data analysis pro-
gram can never far exceed the qual-
ity of its inputs. And in particular, we 
lack an empirically based understand-
ing of what a link actually signifies. 
Increased traffic? More or less. Ideo-
logical homophily? Occasionally. Av-
enues for diffusion? Possibly. What’s 
more, it’s entirely possible that a link 
between sites at time x, where x oc-
curs in the lead-adopter phase of dif-
fusion, will mean something quite 
different from a link between sites at 
time x + 5, where x + 5 occurs during 
the early-majority phase of adoption.

This points to the importance of 
the diffusion of innovation litera-
ture5 for the research community. As 
with the blogosphere, it seems evi-
dent that most Web-based political 
tools are first used by a small core 
of highly tech-savvy “lead adopt-
ers” who cocreate and alter the me-
dium. This group is demographically 
and ideologically distinct from the 
“early adopter” and “early major-
ity” classes, each of which is a good 
deal larger than the initial class. As a 
technology scales up, it adapts to the 
interests of these larger segments of 

the populace, and in turn is modified 
and adopted by existing institutions 
that show little interest in the tech-
nology until it has moved beyond the 
tiny core of lead adopters. That these 
changes in the nature and scope of a 
social technology will occur is both 
predictable and model-able, but the 
resultant direction of such changes re-
quires close observation of the emerg-
ing large-scale communities.

The condition of online data abun-
dance is both a blessing and a curse 
to the Web sciences research commu-
nity. Torrential data is available for 
analysis; what it signifies is far less 
clear. Large-scale data analysis must 
be wedded to close observation of 
the changing boundaries of the phe-
nomena, communities, and platforms 
under study, so that we may remain  
attuned to changes in usage patterns, 
form realistic hypotheses, and sepa-
rate high-quality data from the noise.
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OntoCop: Constructing 
Ontologies for Public 
Comments 

Hui Yang and Jamie Callan, Carnegie 
Mellon University 

US law defines a process known as 
Notice and Comment Rulemaking 
that requires regulatory agencies to 
seek comment from the public before 
establishing new regulations. Regu-
latory agencies are also expected to 
demonstrate that the final regulation 
addresses all substantive issues raised 
by the public. Most proposed regula-
tions attract few comments from the 
public, but each year a few regulations 
attract tens of thousands or hundreds 
of thousands of comments. When 
comment volume is high, most com-
ments are form letters and modified 
form letters, which are not difficult 
to process,1 but there are still tens of 
thousands of unique comments that 
address a variety of issues. There may 
also be political or public pressure 
for the agency to issue regulations 
quickly. In these cases, regulatory 
agencies and other interested parties 
need tools that help them to quickly 
make sense of public comments.

Browsing hierarchies such as 
the Yahoo Directory are a popular 
method of quickly discovering the 
“lay of the land” in a large text cor-
pus. By associating documents with 
topics and concepts in a hierarchy, we 
can structure and partition the infor-
mation space into smaller spaces that 
are easy to understand and navigate. 
Regulation-specific browsing hier-
archies make it easier to understand 
the range of issues that the public has 
raised; they also let agencies and poli-
cymakers drill down into comments 
that discuss particular issues, which 
lets them be more responsive to the 
public’s concerns. Information analy-
sis tools that allow quick and efficient 
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analysis of comments 
also increase the likeli-
hood that agency staff 
will process public com-
ments within the agency, 
rather than subcontract-
ing the job to outside 
companies that have less 
topic expertise.

There is much literature 
on automatic formation of 
concept hierarchies (also 
called taxonomies and  
ontologies), most of it fo-
cused on the creation of 
general-purpose concept 
hierarchies. Most prior 
research exploited sim-
ple lexical-syntactic pat-
terns2 or contextual in-
formation,3 combined with a lexical 
resource such as WordNet.4 How-
ever, when the corpus is small and 
focused on a narrow set of issues, 
important concepts and relations 
may be rare or missing in general- 
purpose lexical resources or corpora. 
For example, in public comments sub-
mitted about a proposed Environ-
mental Protection Agency regulation 
(USEPA-TRI-2005-0073), RHOM is 
a chemical company; however, this re-
lation is neither available in WordNet, 
nor is it part of a valid hypernym pat-
tern in the full set of public comments. 
Cases such as this require an approach 
that combines multiple technologies.

OntoCop is new software that 
works interactively with a person to 
organize a set of concepts into an  
ontology. Ontology construction con-
sists of two subtasks: concept extrac-
tion and relation formation. Onto-
Cop takes a conventional approach to 
concept extraction and a more novel 
approach to relation formation.

Concept Extraction
Concept extraction identifies the con-
cepts mentioned in a corpus. Concepts 

are nouns or noun phrases. Concept 
extraction first extracts all possible 
concept candidates, such as nomi-
nal unigrams, bigrams, trigrams, and 
named entities (NEs), using part-of-
speech (POS) tagging results. Since 
POS taggers make mistakes, these ini-
tial concept candidates contain false-
positive noun phrases. For exam-
ple, a POS tagger incorrectly tagged 
“protect polar bear” as three nouns, 
and hence incorrectly considered it a 
nominal trigram. A Web-based fre-
quency test filters out false-positive 
concept candidates. OntoCop sends 
queries formed by each concept can-
didate to the Google search engine. 
Among the first 10 returned snippets, 
if a concept candidate appears more 
than a threshold number of times (set 
to four), OntoCop considers it a com-
monly used phrase, and hence a good 
concept candidate; otherwise, Onto-
Cop discards it.

Relation Formation
Relation formation discovers relations 
among concepts and builds ontolo-
gies based on these relations. Given a 
set of concepts, OntoCop clusters the 

concepts and presents an 
initial ontology. The hu-
man then teaches Onto-
Cop by providing manual 
guidance. OntoCop learns  
from this manual guid-
ance and adjusts the  
clustering process accord-
ingly to modify the ontol-
ogy. Teaching and learning 
alternate until the human 
is satisfied.

Figure 2 illustrates the 
human-computer interac-
tion cycle for a fragment 
of the ontology created 
for the Polar Bear com-
ment set. The cycle starts 
when OntoCop presents 
an initial ontology that 

consists of three concept groups: per-
son, hunter, and habitat. The human 
makes a modification by dragging 
and dropping the hunter group to be 
under the person group, which makes 
hunter a child concept of person. On-
toCop recognizes the change, adjusts 
the clustering algorithm, and shows 
an improved ontology to the human. 
The human-computer interaction cy-
cle continues until the human is satis-
fied with the ontology. 

The initial ontology is based on 
head-noun matching, WordNet hyper-
nyms,4 and lexico-syntactic patterns.5

If two bigrams share the same head 
noun, OntoCop assigns the two bi-
grams to the same group; it elects 
their head noun as the parent of the 
group. For example, pollution be-
comes the parent of water pollution 
and air pollution. The parent concept 
and the child concepts form an ontol-
ogy fragment. OntoCop also applies 
head-noun matching to unigrams, tri-
grams, and named entities. The head-
noun matching technique effectively 
creates the initial ontology fragments. 

OntoCop uses WordNet hyper-
nyms to identify parent-child relations 

Figure 2. OntoCop human-computer interaction cycle (Polar Bear 
comment set). OntoCop presents an initial ontology, the human 
modifies it, OntoCop adjusts its algorithm based on the change 
and presents an updated ontology to the human. This cycle 
continues until the user is satisfied with the ontology.
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among sibling concepts within an on-
tology fragment. Given two sibling 
concepts x and y, if x is y’s hypernym 
in WordNet, OntoCop promotes x as 
the parent of y in their ontology frag-
ment. OntoCop can also apply refine-
ment by WordNet hypernyms among 
ontology fragments. OntoCop exam-
ines all roots of the ontology frag-
ments in WordNet, and connects them 
as one fragment if they are in the same 
WordNet hypernym chain. 

OntoCop also uses lexico-syntactic 
patterns to identify parent-child rela-
tions for the roots of the ontology frag-
ments. It puts each pair of roots into 
the patterns to form a text segment. For 
example, OntoCop puts heavy met-
als and toxins into the pattern “NP_B 
and other NP_A” to form “heavy met-
als and other toxins.” OntoCop then 
searches for the text segment in the 
corpus that supplied the concepts. If 
OntoCop finds the text segment in the 
corpus, then the pair of roots has a  
parent-child relation and is connected. 

Head-noun matching, WordNet 
hypernyms, and lexico-syntactic pat-
terns create an initial forest of ontol-
ogy fragments, which is the initial 
version of the ontology. OntoCop 
then waits for human guidance.

During each human-computer inter-
action, the human modifies the ontol-
ogy. OntoCop represents the grouping 
of concepts before this set of modifi-
cations as a before matrix; likewise, 
it represents the new grouping of the 
concepts as an after matrix. Formally, 
an ontology with n concepts can be 
represented by an n × n ontology ma-
trix. The (i, j)th entry of an ontology 
matrix indicates whether ci, the con-
cept at the ith row, is a sibling of cj, the 
concept at the jth column. The value 
of the (i, j)th entry vij = 1 if i = j or ci is 
a sibling of cj; 0, otherwise. The man-
ual guidance M is a sub matrix that 
consists of some entries of the after 
matrix; at these entries, there exists a  

difference between the before matrix 
and the after matrix. Formally, if A is 
the before matrix and B is the after ma-
trix, then M = B[r; c], where r = {i : bij –  
aij π 0}, c = {j : bij – aij π 0}, aij is the  
(i, j)th entry in A, and bij is the (i, j)th 
entry in B. For example, we obtain the 
following manual guidance by drag-
ging and dropping concept hunter to 
be under the concept person:
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OntoCop modifies the ontology 
once at each human-computer in-
teraction by using the manual guid-
ance M as training data. A supervised  
distance-learning algorithm learns a 
distance function between concepts 
in M. The distance function used here 
is a Mahalanobis distance, which 
measures the correlation between 
two concepts by assigning adap-
tive weights to different underlying  
feature functions.6 The feature func-
tions include contextual features, co-
occurrence, syntactic dependency, 
lexical-syntactic patterns, word 
length difference, and definition over-
lap. These heterogonous features eval-
uate the semantic relation between 
two concepts from different aspects 
and aim to capture a wide range of 
characteristics of semantic relations.

The training data consists of a set 
of concepts x(i), the set of concepts in 
M(i), the manual guidance obtained at 
the ith iteration of human-computer 
interaction, and its corresponding 
distance matrix y(i). The entry of y(i) 
that corresponds to concept xj

(i) and 
xk

(i) is yjk
(i) Œ {0,1}, where yjk

(i) = 0, if 
xj

(i) and xk
(i) are in the same cluster; 

1, otherwise. We use mean squared 

error as the loss function and define 
the optimization function as
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where F(xj
(i), xk

(i)) represents a set 
of pairwise underlying feature func-
tions; S is the parameter matrix, 
which weighs the feature functions. 

Given the learned parameter ma-
trix S, OntoCop then applies the newly 
learned distance function to obtain 
distance scores for the ungrouped con-
cepts in the ontology. The K-medoids 
clustering algorithm further clusters 
the ungrouped concepts on the basis of 
these scores and produces the next ver-
sion of the ontology. The ungrouped 
concepts are the top-level concepts in 
the existing ontology. OntoCop clus-
ters concepts at one level during each 
iteration, building the entire concept 
hierarchy in a bottom-up manner. 
Onto Cop then presents the modified 
ontology to the human and waits for 
the next round of manual guidance.

Through concept extraction and re-
lation formation, OntoCop builds on-
tologies interactively according to man-
ual guidance. Figure 3 shows part of an 
ontology for the Mercury comments, 
and how to use it for navigation and 
drilldown. A policymaker viewing the 
ontology (Figure 3, left pane) quickly 
sees the issues raised by the public. She 
may be familiar with many of these is-
sues, but perhaps “asthma attack” is 
unexpected. A click on “asthma at-
tack” leads to a list of comments that 
discuss this topic (middle pane). A 
click on any comment displays its text 
with the concept conveniently high-
lighted (right pane). This combination 
of navigation and drilldown helps a 
policymaker quickly understand what 
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issues the public raised and what was 
said about each issue, thus improving 
the responsiveness of regulatory agen-
cies during the rulemaking process.

Experiments
We collaborated with the Qualita-
tive Data Analysis Program (QDAP) 
at the University of Pittsburgh’s  
University Center for Social and  
Urban Research (UCSUR) to conduct 
a user evaluation. Participating in the 
experiment were 12 professional cod-
ers familiar with the problem domain, 

divided into two groups: four in the 
manual group and eight in the inter-
active group. We asked both groups to 
construct an ontology with the same 
concept candidates until they felt sat-
isfied with their work or reached a 90- 
minute limit. These experiments used 
three public comment data sets: Wolf 
(RIN-1018-AU53), Polar Bear (RIN-
1018-AV19), and Mercury (OAR-
2002-0056)—all available at http://
erulemaking.cs.cmu.edu/data.php. 
Table 2 gives an overview of these 
three data sets. 

Quality Comparison: Interactive  
vs. Manual Ontology Construction
Our quality comparison experiment 
investigated whether OntoCop can 
produce ontologies with the same 
quality as those built manually. We 
compared the intercoder agreement 
between two manual runs with that 
between one manual and one inter-
active run in this experiment, using 
Cohen’s Kappa statistic to assess the 
intercoder agreement. Table 3 shows 
the averaged intercoder agreement  
for parent-child pairs in three public 

Table 2. Overview of three public comment data sets.

Data set No. of comments No. of unique comments Duration of comment period Topic

Wolf 282,992 59,109 February 2007–August 2007 Delisting the northern 
Rocky Mountain population 
of gray wolves from the 
federal list of endangered 
and threatened wildlife. 

Polar Bear 624,947 73,989 January 2007–October 2007 Listing the polar bear 
as threatened throughout 
its range under the Act 
(72 FR 1064). 

Mercury 536,975 104,146 February 2004–June 2004 Proposing national emis-
sion standards for hazard-
ous air pollutants. 

Figure 3. Using an ontology for drilldown (Mercury comment set). A policymaker viewing the ontology (left pane) quickly sees 
the issues raised in the comment set. Her click on a concept in the ontology leads to a list of comments that discuss this topic 
(middle pane). Another click on one of these comments displays the comment’s content (right pane).
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comment data sets. Both the inter-
coder agreement between manually 
built ontologies and that between 
manual-interactive runs are within 
the range of 0.44 to 0.61, which in-
dicates moderate agreement. We also 
observe that manual-interactive inter-
coder agreement is comparable with 
manual-manual intercoder agreement, 
which indicates that the guided ma-
chine-learning approach can produce 
the same quality ontologies as humans 
do. A series of one-tailed t-tests also  
confirmed it. The significant test re-
sults are in the range of t < 2 and  
p > 0.01, indicating no statistically 
significant differences between pairs 
of manually built ontologies and in-
teractively built ontologies.

Cost Comparison: Interactive vs. 
Manual Ontology Construction
We compared users’ construction logs 
from both the manual and interactive 
groups. Table 4 shows the number  
of manual edits performed during  
ontology construction for the three 
data sets. The edits include adding a 

concept, moving a concept by drag and 
drop, deleting a concept, changing a 
concept name, and undoing previous 
actions. In total, the interactive users 
performed 40 percent fewer editing 
actions to produce ontologies of the 
same quality. A one-tailed t-test shows 
a significant reduction, t = 10 and p < 
0.001, in the interactive runs in terms 
of editing costs as compared to the 
manual runs. This demonstrates that 
OntoCop is significantly more cost- 
effective than the manual work.

Table 5 shows the actual time 
needed to construct an ontol-
ogy for both manual and interac-
tive runs. For the interactive runs, 
it also shows the amount of time 
the human spent and the amount 
of time the machine spent. In gen-
eral, the interactive runs save 30 to  
60 minutes for building one ontology. 
Within an interactive run, a human 
user needs to spend an average of 
only 31 minutes to construct an on-
tology, which is 64 percent less than 
the 1 hour and 27 minutes required 
for a manual run. Thus, OntoCop 

greatly saves the time a human user 
spends on ontology construction.

OntoCop helps a person construct 
an ontology that provides a way of 
understanding the lay of the land 
in a corpus and then drilling down 
into specific topic areas. Unlike most 
prior research on ontology construc-
tion, OntoCop is designed for cor-
pora that have a very task-specific 
focus, such as public comments sub-
mitted to regulatory agencies during 
Notice and Comment Rulemaking. 
Such domains contain many similar 
concepts, rare concepts, and rare re-
lationships. OntoCop relies on hu-
man guidance and a set of feature 
functions that give it a stronger abil-
ity to disambiguate the subtle differ-
ences among similar concepts. Ex-
perimental results on three corpora 
of public comments show that in-
teractive learning not only produces 
useful, domain-specific ontologies, 
but also saves time and human effort, 
thus accelerating the process of devel-
oping task-specific ontologies.
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One active area of e-government re-
search is exploring how informa-
tion technology can improve policy,  

including how science informs policy 
making. Once policy is made, how-
ever, management strategies must be 
evaluated, adopted, and implemented. 
Applying ecological research to policy 
implementation—that is, natural re-
source management—has received less 
attention than science-based policy 
making, even though both have simi-
lar challenges, including transparency, 
communication across disciplines, 
and uncertainty. Similarly, data reuse 
within the sciences is an active research 
area (see, for example, Proceedings of 
the 6th Int'l Conf. Data Integration in 
the Life Sciences; www.cs.manchester.
ac.uk/DILS09), but little work has 
been done on reusing or repurposing 
scientific data for resource manage-
ment, with some notable exceptions.3,4 
Using informatics techniques to help 
make research available to resource 
management is thus a relatively new  
e-government research area. A simi-
larly new e-government research area 
is visual analytics. Though it is al-
ready actively pursued for Homeland 
Security applications, we see many 
fruitful opportunities for visual ana-
lytics in resource management.

We believe that increasing the di-
alogue among scientists, resource 
managers, and other stakeholders 
will improve the application of sci-
entific research results to resource 
management; thus, we focus some 
of our own research on strategies for 
communicating scientific results to 
natural resource managers and the 
public. We report here our use of vi-
sual analytics to transform, transfer, 
and repurpose ecological research 
data for resource managers’ use in 
day-to-day resource decisions. Our 
own preliminary work suggests that 
visual analytics can help resource 
managers more effectively use and 
interpret scientific data and models, 
but that more work must be done to 
assess what kinds of visualizations 

and technologies best accomplish 
this goal, and which collaborative 
approaches work best for codevel-
oping visual analytic tools. Because 
of the importance of making sound 
decisions to manage public lands 
and then making information about 
those decisions freely available to all 
stakeholders, developing visual ana-
lytics to improve government deci-
sions and communication is a critical 
e-government research area.

Intelligent systems research rele-
vant to this work includes

developing methodology and soft-1. 
ware to identify, integrate, and mine 
disparate data and models, especially 
when data are incomplete, uncertain, 
or probabilistic, and when the data 
crosses spatial or temporal scales;
conducting fundamental cogni-2. 
tive science research on how peo-
ple from different disciplines and 
cultures understand and interpret 
scientific results;
conducting studies of how ecologists, 3. 
resource managers, computer scien-
tists, and software engineers work 
together to develop a shared under-
standing of how research results ap-
ply to resource management; and
developing methodology and soft-4. 
ware for end-user teams to them-
selves integrate data and models to 
create visualizations that improve 
their own and others’ understand-
ing of the results.

Our own work and this essay focus 
on areas 1, 3, and 4.

Our Approach: Visual 
Analytics as Boundary 
Objects to Communicate 
Scientific Results
The new science of visual analytics 
is defined as “analytical reasoning fa-
cilitated by interactive visual inter-
faces” used “to synthesize information 
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and derive insight from massive, dy-
namic, ambiguous, and often con-
flicting data.” (For more informa-
tion, see Research & Development 
Agenda for Visual Analytics, http://
nvac.pnl.gov/agenda.stm.) We use vi-
sual analytics as boundary objects to 
transform scientific data into forms 
more useful to resource managers and 
other end users. Boundary objects are 
communication mechanisms used to 
improve understanding when work-
ing across linguistic, conceptual, dis-
ciplinary, or interest-group boundar-
ies.7 The communication of ecological 
research results to resource managers 
and the public is a particularly chal-
lenging type of boundary work, given 
the diversity of stakeholders and al-
ternative points of view on common 
areas of interest. Here, interpretive 
differences in what a word, measure-
ment, or outcome means can limit ef-
fective communication of knowledge 
across boundaries.1 Furthermore, dif-
ferent experiences and presumptions 
about what constitutes a persuasive 
argument often hinder mutual under-
standing between experts and decision 
makers. We reason that visual analyt-
ics can be used as boundary objects to 
effectively transform scientific data for 
use by natural resource managers.

A Case Study in Visual 
Analytics: Which Trees 
to Leave?
Our work is driven by the hypothesis 
that visual analytics can make com-
plex research data more accessible to 
resource managers. As a first step in 
testing this hypothesis, we conducted 
a proof-of-concept project that used 
legacy research data to help resource 
managers make decisions about which 
trees to leave when harvesting timber 
stands. This work involved

creating visualizations of scientific mea-•	
surements of natural phenomena—

thus transforming the research data 
for new end users;
providing simple summary statistics •	
as an adjunct to the visualizations;
determining which terminology used •	
in policy statements needed clarifi-
cation for resource managers; and
asking scientists to use the visual-•	
izations to more precisely define 
those terms.

We developed most of these visu-
alizations (3D and 2D) using spe-
cialized software for visualizing  
ecology research data that we wrote 

in Python and Java, using the Visu-
alization Toolkit (VTK, described 
at www.vtk.org); a sample of the vi-
sual analytics for this work is pub-
licly available. (Our visual analyt-
ics for tree and forest structure is  
available at http://acdrupal.evergreen.
edu/dnr, http://acdrupal.evergreen. 
edu/canopyview, and http://acdrupal.
evergreen.edu/canopyview2d.) The 
project suggested that, where research 
involves real-world phenomena rele-
vant to natural resource management, 
the visualization of those data along 
with summary statistics about the  
phenomena can effectively communi-
cate research results across disciplines.5

Our visualizations of raw research 
data enabled researchers and man-
agers to make their own conclusions 
about the extent to which data col-
lected for a specific study (how tree 
and forest structure varies in differ-
ently aged stands) could be applied 
to a new problem (how tree and for-
est structure can inform which trees 
provide wildlife value). The project 
addressed the challenges of transpar-
ency (how policy language is used  
in practice) and communication 
across boundaries (how researcher 
definitions of habitat can be made  
relevant to managers; how managers 
can communicate policy to field for-
esters who actually select “trees to 
leave”; and how managers might better 
explain to stakeholders how decisions 
were made about which trees, and 
how many, to leave). In the future, we 
will continue to work with resource  
managers on combining the new def-
initions with visualizations to help 
managers communicate policy to field 
foresters and stakeholders.

Using Visual Analytics to 
Scale up in Time and Space
Communicating and handling un-
certainty in scientific data pose sig-
nificant challenges in developing 
and implementing policy. For exam-
ple, extrapolation of plot-level re-
search across landscapes or regions 
can accumulate errors and thereby 
add uncertainty for scientific, re-
source management, and policy pur-
poses. Uncertainty also surrounds 
questions of how ecosystems change 
through time. Because these types of 
uncertainty are extremely difficult 
to quantify, clearly communicating 
the complexities of uncertainty is a 
critical issue for long-term resource 
management as well as for policy 
formulation.4

We hypothesize that over the long er 
term, appropriate visual analytics can 

Interpretive differences 
in what a word, 
measurement, or 
outcome means can limit 
effective communication 
of knowledge across 
boundaries.
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help address uncertainty issues, espe-
cially as they apply to scaling up or 
down in space and time, by allow-
ing the display and interpretation of 
very large data sets, including mod-
eled data. We also hypothesize that 
scientists can use visual analytics to 
improve their ability to parameterize 
models and to explain their work to 
other scientists and resource manag-
ers. We also think better visualiza-
tions will eventually help resource 
managers not only to make decisions 
themselves, but to work with the pub-
lic on management decisions. 

To test these hypotheses, and to de-
termine what kinds of visual analyt-
ics are effective and how to codevelop 
them, we have launched a new project 
to develop visual analytics that comple-
ment and enhance resource managers’ 
use of new and existing research data. 
The project involves data from the Na-
tional Science Foundation’s Long-Term 
Ecological Research (LTER) site at H.J. 
Andrews Experimental Forest (HJA) 
and from environmental science mod-
els. The HJA is situated on the west-
ern slope of the Cascade Mountains 
in Oregon and is a center for stream 
and forest ecology research. It is one of 
26 sites in the LTER program funded 
by the National Science Foundation. 

The environmental science models 
we used were GTHM-PSM (http://
adsabs.harvard.edu/abs/2006AGUFM.
B22E..05S) and Envision (http:// 
envision.bioe.orst.edu).

Figure 4 shows how our visualiza-
tion software accommodates the rather 
large data sets generated by models 
such as the GTHM-PSM,6 overlaying 
those data sets with field and sensor 
data, and creating visualizations at in-
creasing spatial scales. This ability to 
scale up also implies that a user could 
zoom in from a larger spatial scale  
to examine data at lower scale. To  
illustrate time, we are writing software 
that creates animations. The visualiza-
tion work to help scientists themselves 
better understand their data and mod-
els and better communicate with each 
other is well under way. A key intel-
ligent systems topic of interest is in-
dexing and caching the large data sets 
for real-time display. These visualiza-
tions, and the software that scientists 
use to produce them, have involved a 
close working relationship between 
developers and end users.

Because our ultimate research goal 
is to extend our tools for resource 
managers who work with the pub-
lic to articulate and examine scenar-
ios for natural resource management, 

we are collaborating with scientists at 
HJA working to scale up ecosystem 
services models to make projections 
at the regional level for alternative 
management scenarios. The compu-
tational challenges involved in accom-
plishing this are considerable, but we 
contend that equally formidable are 
challenges involved with interpreting 
and explaining the model results to a 
wide audience. Figure 5b shows how 
Envision, a decision support tool that 
integrates stressor scenarios, decision 
rules, ecological models, and evalu-
ation indices within a geographical  
information system (GIS) framework, 
currently shows results of alternative 
land use scenarios. Although Envi-
sion’s map-based visualizations and 
tabular representations (Figure 5a, 5b) 
communicate results well to scientists, 
this is less true for other stakehold-
ers.2 Future visual analytics research 
with Envision will involve extending 
and complementing its current output 
mechanisms to help managers better 
understand the effects on the landscape 
of different policies and share those 
with stakeholders prior to implemen-
tation. We anticipate that this research 
will involve a complex codevelopment 
relationship among computer scien-
tists, programmers, ecologists, model 

Figure 4. Our software helps scientists display and interpret very large data sets: (a) Effect of tree size and competitors on 
nitrogen uptake in a 400-year forest. Visualized spatial patterns not evident in the raw data provide new insight into forest 
habitat structure. (b) Soil moisture patterns for a headwater catchment visualized on 3D topographic data help scientists 
calibrate simulation models used for scaling up experimental data in space and time. (c) Visualizing ecosystem modeled data at 
the basin scale helps scientists and land managers understand and communicate effects of climate change and forest harvest: 
stream network, soil moisture, and stream water quality and quantity. Visualizations scale up from (a) 0.1-km² forest stand,  
to (b) 1-km² catchment, to (c) a 64-km² basin. Images in (b) and (c) can be animated to show change over time.

(a) (b) (c)
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developers, and stakeholders, and that 
the sociological observation of this re-
lationship is as valuable an outcome of 
the work as the visualizations and soft-
ware systems.

We generated Figures 4a and 4b 
with specialized software we are cur-
rently developing in our lab using C++ 
and VTK to display 3D and topo-
logical ecology data for researchers.  
Figures 4c, and 5a and 5b were gener-
ated using GTHM-PSM and Envision 
(respectively); we hope in the future 
to extend that software to handle 3D 
topographic visualizations. Figure 5c 
is a mockup of a possible future visual 
analytic display.

Thus far, our work to develop soft-
ware for visualizing ecological research 
data has shown that visual analytics 
can be effective as boundary objects, 
but confirms other observations that 
development, evaluation, and inter-
pretation of the visualizations is an 
iterative process that requires multi-
way communication. Visualizations 
provide an effective means for synthe-
sizing and transforming scientific re-
search data for specific purposes and 
end users. Our work confirms that vi-
sual analytics can only be most effec-
tive when user needs are incorporated 

in design, and that communication be-
tween developers and users is essential 
to develop successful systems and visu-
alizations. The effectiveness of efforts 
to mobilize science and technology 
suffers when communication is largely 
one-way, is infrequent, or occurs only 
at the outset of a project. Our current 
work in visual analytics aims to deter-
mine what kinds of visual analytics 
increase communication and mutual 
understanding between scientists, re-
source managers, and other stakehold-
ers; to build software for developing 
visualizations to that end; and to es-
tablish best practices for the codevel-
opment of visual analytics by com-
puter scientists, ecology researchers, 
and resource managers.
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Moving Toward 
“Intelligent” Policy 
Development?

Ann Macintosh, University of Leeds

Most problems faced by government 
are not as straightforward as voting 
in an election. They are, typically, 
what Horst Rittel and Melvin M. 
Webber termed “wicked problems.” 
Examples of these are, “How do you 
tackle urban deprivation?” “How do 
you end international drug traffick-
ing?” and “What do you do about cli-
mate change?” Participatory policy 
development around such issues must 
engage a range of actors in rational 
discussion to construct and deliberate 
on the complex policy options. This 
is typically done through a range of 
processes that, conventionally, in-
clude the provision of expert reports 
in which various experts present their 
choice of policy option on the basis of 
their specific expertise, and through 
consultation processes in which vari-
ous stakeholders are asked to provide 
their views and debate options. With 
the development of Web 2.0, domi-
nated by wikis, blogs, and a range of 
social-networking sites such as My-
Space, Facebook, and YouTube, we 
see a further process emerging for 
policy discussion. These tools are ap-
pearing as important forums for civil 
society to debate and talk about pol-
icy issues such as global warming and 
terrorism, but also about local issues 
such as transport and urban develop-
ment. On Facebook and YouTube, we 
see civil society discussing policy is-
sues independently from government.

The evolving information, derived 
from these very different parallel 
processes, must be analyzed, man-
aged, and integrated appropriately. 
Added to this, the resulting knowledge 
must be provided to the range of ac-
tors, who will need to make sense of 
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it from numerous perspec-
tives. In summary, policy 
development involves a 
large amount of knowledge 
that must be made explicit 
in different formats. This 
includes knowledge from 
many different sources and 
channels. Policy develop-
ment represents one of the 
fundamental problems of 
information and knowledge 
management, that of ab-
stracting meaningful mes-
sages from large volumes 
of heterogeneous data and 
information produced by 
multiple stakeholders.

Putting to one side, but 
definitely not ignoring, 
the social and political re-
search required, and fo-
cusing on the technologi-
cal options available, the following 
questions summarize the problems 
posed:

How can the various actors deter-•	
mine the relationships between con-
tributions to policy development—
whether taken from expert papers, 
consultations, or public forum  
discourse—and appreciate how 
these contributions are taken 
through to decisions?
How can the unstructured text from •	
the various information sources be 
analyzed to enable the reconstruc-
tion of formal arguments?
How can the actors understand •	
better what critical questions to ask 
to determine the validity of the in-
formation put forward? 
Given the large, dynamic nature •	
of the information base, how can 
the actors identify which issues are 
of importance to them, and how 
can they be supported to make 
reasoned contributions to policy 
development?

Having stated the problem, let’s 
now consider some work that has al-
ready been undertaken in an attempt 
to address these questions, focus-
ing on argumentation support tools. 
Floris Bex and colleagues divide such 
tools into two distinct types.1 First, 
those that contain knowledge about 
a problem domain and can perform 
reasoning to suggest solutions to the 
problem—for example, dialogue and 
mediation tools. Second, those they 
term “sense-making” systems,2 which 
typically do not support reasoning 
but rather structure the problem us-
ing visualization techniques. 

In another publication, Thomas F. 
Gordon, Alastair Renton, and I offer 
detailed descriptions of existing argu-
ment tools and the use of argumenta-
tion systems to support political debate.3  
Alexandra Okada, Simon Buckingham 
Shum, and Tony Sherborne provide fur-
ther useful descriptions on the applica-
tion of argumentation systems includ-
ing the use of Web 2.0.4 (These two 
publications provide further details of 

all the systems I describe in 
this essay.)

Some existing systems 
include the Hermes argu-
mentation tool, developed 
under the European Com-
mission Intelligent Collab-
oration and Transaction 
Environments in Public 
Administration Networks 
(ICTE-PAN) project, 
which has a discussion 
forum with support for 
argumentation. Hermes 
allows for the construc-
tion of a diagram of the 
discourse that is com-
posed of the ideas so far 
expressed during the dis-
cussion. The Parmenides 
system from the Univer-
sity of Liverpool uses a 
computational model of 

an argumentation scheme for practi-
cal reasoning to guide and focus de-
liberation dialogues by helping users 
to systematically address appropriate 
critical questions. 

Two projects currently funded by 
the European Commission are the 
Vidi Project (www.vidi-project.eu) 
and the Wave Project. Vidi (short for 
“visualising the impact of legislation 
by analyzing public discussions us-
ing statistical means”) aims to apply 
methods for visualizing statistical in-
formation to conventional discussion 
forums—for example, to visualize 
which topics, or which participants, 
have received the most attention. The 
Wave Project uses a publicly avail-
able tool, Debategraph (www.debat-
egraph.org), to make the impact of 
complex EU environmental legisla-
tion on climate change easier for citi-
zens to understand. The strategy is 
to integrate argument mapping with 
Web 2.0 techniques to attract users 
and make the maps viral. Figures 6  
and 7 are screen captures from  

Figure 6. Debategraph perspective on a public debate over 
climate change: a lightweight, shareable flash view.
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Debategraph, showing the same de-
bate on climate change from different 
perspectives.

Other researchers have used the 
Compendium tool to investigate how 
such systems can be used within a po-
litical context to support participa-
tory policy development. Their work 
considered four possible uses for the 
Compendium tool: to provide in-
formation; to support consultation 
by considering an alternative way of 
setting out the responses to an on-
line consultation over a published 
draft policy document; to support 
deliberation by setting out the con-
sultation responses in the form of 
an inverted tree designed to let us-
ers see how their convictions on one 
issue may conflict with other be-
liefs; and, finally, to analyze a dis-
cussion forum to establish whether 
or not individual contributors had  
remained consistent throughout the  
debate—this could be used to sup-
port the analysis of the consultation 
process.

An interesting pilot version of a Se-
mantic Web-based argumentation 
system, ArgDF (www.ArgDF.org),  

lets users construct arguments, then 
query them using a Semantic Web 
query language. The ArgDF On-
tology is based on the concepts of 
the unified Argumentation Inter-
change Format (AIF), extended to 
include Doug Walton’s argumenta-
tion schemes.5 The pilot still requires 
more development work, particularly 
with regard to the interface and argu-
ment visualization.

Notwithstanding the more recent 
work on ArgDF, it should be very ap-
parent that several constraints and 
limitations prevent existing systems 
from adequately addressing the four 
problems I posed earlier. For ex-
ample, the argument-mapping tools 
typically require arguments to be en-
tered manually; this is not only time 
consuming but also raises issues 
of objectivity. These tools are also 
usually based only on an informal 
model of argument, similar to Rittel’s  
issue-based information system (IBIS) 
model, rather than using the state of 
the art in the field of computational 
models of argument. Moreover, some 
systems, such as Debategraph, let 
participants in the debate edit the  

argument maps directly; this raises 
concerns about the actors’ ability to 
understand the argumentation model, 
given that even the simplest models 
have proved too complex for lay per-
sons to edit and manipulate.

So how do we take things for-
ward? What research is being under-
taken, or should be undertaken, to 
address our four questions? The an-
swers lie not in any single technologi-
cal research area but in various direc-
tions. We need not only to progress 
the state of the art in specific areas 
but innovatively to combine research 
outputs to make substantial steps to-
ward “intelligent” policy develop-
ment. Among others, these techno-
logical areas include

social-network analysis techniques •	
to understand the network of con-
nections between contributions to 
policy development (whether taken 
from expert papers, consultations, 
or public-forum discourse), and 
how ultimately they trace through 
to decisions;

Figure 7. A second Debategraph view of the climate change debate, showing detailed editing and commenting.
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argument mining, based on  •	
machine-learning and data-mining 
algorithms, to support the recon-
struction of arguments from the 
various information sources, in-
cluding unstructured text;
argument analysis, based on com-•	
putational models of argument 
methods, to identify the argumen-
tation schemes used and reveal im-
plicit premises, so that actors can 
critically appraise the information;
argument visualization, based on •	
argument-mapping methods, to 
provide a variety of interactive 
perspectives of argument maps, at 
different levels of abstraction and 
detail to enable the actors to appre-
ciate the complexity of the policy 
issues in their entirety, to zoom in 
on the issues that are of interest to 
them, and then to be in a position 
to articulate a reasoned contribu-
tion to the policy development.

By progressing the research in these 
areas and combining techniques ap-
propriately, we will create platforms 
that have the potential to accumulate 
an evolving policy description and  
so move toward “intelligent” policy 
development.
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E-Government 2.0 in Asia: 
Trends, Opportunities, 
and Challenges

Paul Jen-Hwa Hu and Han-fen Hu, 
University of Utah
Eric Liluan Chu, Governor’s Office, 
Taoyuan County, Taiwan
Fang-Ming Hsu, National Dong Hwa 
University

E-government keeps citizens at arm’s 
length and enhances government ac-
cessibility, efficiency, coordination, 
and service quality. To achieve full 
maturity, many countries are explor-
ing e-government 2.0, which leverages 
salient Web 2.0 technology and social 
media tools to facilitate citizens’ par-
ticipation in public affairs and policy 
making.1 E-government is evolving to-
ward citizen-centered e-participation 
and e-inclusion, which aim at increased 
engagement by wider swaths of citizens 
and constituencies.2

In addition to delivering ubiquitous, 
performance-driven services through 
choice-based channels, e-government 
2.0 emphasizes social networking and 
embraces e-democracy.3 It empowers 
citizens and constituencies through 
network-based connections and dis-
cussions with government agencies 
characterized by enhanced openness, 
transparency, and experience sharing. 
A striking delineation is the changing 

role of government—from dominant 
to participative.

Take the United States, for exam-
ple. The federal government has im-
plemented assorted e-government 
2.0 services, including the Gov Gab 
Blog, USA.gov on Twitter, and pod-
casts. Similar developments are un-
der way in Asia, a region known for 
prolific e-government developments 
that consistently top global rank-
ings. In this essay, we report several 
representative e-government 2.0 ini-
tiatives in Asia and highlight some  
important trends, opportunities, and 
challenges.

E-Government 2.0 Initiatives 
in Asia
E-government developments in Asia 
appear to progress in stages: infra-
structure establishments, followed 
by primitive informational services, 
online transactions, digital transfor-
mation through vertical and horizon-
tal integration, and finally citizens’  
e-participation and e-engagement. 
Moving forward with novel Web 2.0 
applications, many Asian governments 
are experimenting with e-government 
2.0; the following sections describe 
some representative initiatives.

Taiwan
U-Taoyuan, a large-scale e-government 
initiative undertaken by Taoyuan 
County, Taiwan, represents an im-
portant point of departure between 
e-government 1.0 and e-govern-
ment 2.0. Figure 8 shows an English- 
language screenshot; for the actual 
Web site, see www.tycg.gov.tw/site/
site_index.aspx?site_id=035&site_
content_sn=9907. U-Taoyuan is the 
only Asian community to gain recog-
nition as a Smart21 Community of 
2009 by the Intelligent Community 
Forum (www.intelligentcommunity.
org), a think tank devoted to studying 
the economic and social development 
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of 21st-century communities and shar-
ing best practices to foster effective 
adaptations to the broadband econ-
omy that will be crucial to communi-
ties’ sustainable renewal and growth. 
The ICF has also awarded a Founders’ 
Award to U-Aerotropolis, a part of U-
Taoyuan, recognizing it as among the 
most innovative intelligent city devel-
opment plans globally. 

U-Taoyuan aims at advancing  
e-government toward full maturity by 
providing ubiquitous, comprehensive 
government services, with intelli-
gence and seamless integration, to 
support the county’s aviation and 
logistics industry. Citizen participa-
tion and community building are 
critical. Blogs facilitate open discus-
sions and in-depth exchanges among  
citizens about policy and public- 
administration issues. The county 
government uses RSS feeds to dissem-
inate instant updates and promote 
new services; mashups offer essential 
information to the general public and 
targeted communities. To increase  
e-participation, the county govern-
ment facilitates citizens’ ability to 
comment on and debate policies be-
fore their finalization.

The central government also is ex-
ploring novel e-government 2.0 ser-
vices. Blogs seem to be a focal inter-
est (see, for example, http://blog.www.
gov.tw, launched January 2009). A 
common goal is to create a commu-
nity-owned online platform on which 
citizens publish, discuss, and debate pol-
itics and public affairs. Blogs can foster  
e-democracy by facilitating citizen par-
ticipation; they also enable government 
agencies to deliver accurate, up-to-date 
information or fact-based clarifica-
tions in real-time. For example, using 
the “track-back” function, a citizen can 
find relevant information from different 
sources (such as interest groups or gov-
ernment agencies) and review posted 
comments about a specific topic. 

Governments can benefit from 
blogs as well. For example, the Na-
tional Tax Administration uses blogs 
to deliver up-to-date tax informa-
tion, filing requirements, and rec-
ommended techniques. Using these 
blogs, citizens can share tax filing 
tips, knowledge, and experiences. 

Yunlin County uses blogs for com-
munity building, connecting agri-
cultural producers, consumers, and 
government agencies. Consumers 
exchange assessments of different  
products, share their knowledge and 
experiences, and offer product se-
lection tips or competitive price in-
formation. The farming commu-
nity uses the blogs to share farming 
techniques and solutions to common 
or emerging problems. The county 
government uses blogs to dissemi-
nate regulatory requirements, clar-
ify concerns about policy, promote 
farming education, and foster best 
practices. 

Other social networking media help 
keep citizens and government agen-
cies abreast of new topics or events. 
Vision 2020 (www.vision2020.tw), a 
nongovernmental platform, engages 
citizens to articulate and share their 

vision of the Taiwanese government 
of the future, via online voting and 
Webminars.

Japan
Open-Gorotto (http://open-gorotto.
jp), a project initiated by an IT pro-
fessional in the city government  
of Yatsushiro, Japan, and launched 
in 2004, represents an important  
e-government 2.0 development. It tar-
gets social-networking services at the 
municipal level to support commu-
nity building, citizen participation, 
and disaster management. Open-
Gorotto in Yacchiro attracts substan-
tial media attention and seemingly 
emerges as a model practice. It has in-
spired national and local government 
agencies to explore social-networking 
services. Recognized by the Ministry 
of Internal Affairs and Communica-
tions as an iconic development, Open- 
Gorotto is implemented with open 
source software (including Free  
BSD, PostgreSQL, and PHP), and 
its social-networking platforms are 
hosted on government servers. For 
enhanced open discussions and expe-
rience sharing among citizens, Open-
Gorotto leverages personal networks 

Figure 8. U-Taoyuan screenshot.
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as multipliers to create sustainable on-
line channels for community building 
and then deliver government services 
in a citizen-centered, facilitative, in-
telligent manner. This e-government 
2.0 project combines blogs, network-
ing, personal profiles, multimedia li-
braries, calendars, and newsgroups; 
it has demonstrated the feasibility 
and desirability of government using 
social-networking services to connect 
and interact with citizens for sustain-
able, mutually beneficial citizen rela-
tionship management.

Another representative project  
is Ococo-Nagaoka, launched in  
December 2005 to promote social 
networking services for increased cit-
izen engagement (www.sns.ococo.jp). 
For neutrality, a nonprofit organiza-
tion hosts its social-networking plat-
form, though several government 
agencies provide financial support for 
site development and service market-
ing. Disaster management is a key ob-
jective, as Nagaoka is in an area that 
suffers frequent earthquakes, snow 
hazards, and floods. In the event of a 
natural hazard, Ococo-Nagaoka can 
generate real-time alerts and quickly 
disseminate them to citizens and 
various communities, together with 
contextual and geographic informa-
tion. Although current usage is not 
high, Ococo-Nagaoka demonstrates 
the practical value of e-government 
2.0 networking services for citizens.

South Korea
The national government of South 
Korea has proclaimed its commit-
ment to comprehensive e-government 
2.0 services, with distinct focuses 
on enhanced participation, intelli-
gent administrative services, agile 
public-safety information networks, 
and state-of-the-art infrastructures 
for preserving privacy and security. 
According to an internal evaluation, 
online public participation (at www.

epeople.go.kr) represents a best prac-
tice, facilitating citizens’ engagement 
in the democratic process by enabling 
them to express opinions and engage 
in open discussions and debates with 
other citizens, political analysts, and 
policymakers. 

A host of networking services, sup-
ported by RSS, tagging, and mashups, 
also facilitate citizen participation 
through intelligent keyword sharing, 
point-of-contact services, open search 
API, multicontent uploads, and pri-
vacy protection. Working with expe-
rienced external partners and soft-
ware developers (such as Posdaq), the 
government has positioned e-govern-
ment 2.0 as a de facto platform for 
delivering more than 10,000 services.

Trends
We observe several emerging trends. 
First, e-government 2.0 in Asia, still 
in its infancy but already attracting 
substantial attention, is gaining mo-
mentum. Many governments are ex-
ploring the use of social networking 
to connect citizens, build communi-
ties, and encourage engagement in 
public affairs and thereby gain col-
lective wisdom from citizens’ opin-
ions, discussions, and debates. E- 
participation gives citizens opportu-
nities to ponder incumbent policies, 
reflect on alternative views, exchange 
viewpoints, and reach consensus. For 
instance, Reach (www.reach.gov.sg), 
a blog-based platform in Singapore, 
connects citizens and gathers opin-
ions and assessments in the form of 
forum discussions and e-polling.

Second, current service provision 
and utilization is relatively low but 
likely will increase quickly. For ex-
ample, blogs hosted by the Taiwanese 
government (http://blog.www.gov.tw/
blog) average only a few postings a 
day, but service usage appears likely 
to grow considerably in the near 
future.

Third, citizen connections and 
community building appear to be the 
responsibility of nongovernmental 
organizations. That is, governments 
actively participate in social networks 
and online communities but do not 
manage them directly. Such peer par-
ticipation can create desirable neu-
trality that further propels citizen 
engagement; blogs hosted on neutral 
platforms (such as http://dignews.
udn.com/forum and http://tw.forum.
news.yahoo.com) appear to attract 
more participation by citizens than 
sites administered by government 
agencies directly.

Fourth, although current e- 
government 2.0 projects use blogs 
extensively, interest in other social-
networking media appears to be ris-
ing. A multichannel approach can 
mitigate information asymmetry and 
overcome channel constraints, con-
necting more citizens and constituen-
cies through their preferred channels. 
The governments of both Singapore 
(www.gov.sg) and Hong Kong (www.
gov.hk/en) employ RSS feeds and 
mashups to deliver instant updates.

Furthermore, many governments 
are targeting intelligent, personal-
ized services enabled by sophisticated 
analyses and information systems 
(such as advanced search engines, 
RSS feeds, video streaming, grid 
computing, and virtual reality). The 
Taiwanese government employs ad-
vanced analytical methods and com-
putational algorithms to discover 
key patterns, phenomena, or knowl-
edge from its digital documents and 
archives. Appropriate text-mining 
techniques could comb digitized ar-
chives to produce important knowl-
edge maps—about such things as the 
921 Earthquake in Taiwan, for exam-
ple. By combining intelligent analyses 
and social-networking services, gov-
ernments can reveal important rela-
tions, coherent tendencies, and unmet  
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expectations, drawing on the “wis-
dom of the crowds.”

Opportunities
Asian governments are paying more 
attention to long-term citizen rela-
tionship management and can benefit 
from data, text, or Web mining that 
reveals citizens’ needs, preferences, 
and interaction patterns, which are 
crucial to delivering intelligent, per-
sonalized services.4 For example, 
in the U-Taoyuan initiative, the So-
cial Services Department could bet-
ter assist senior and disabled citizens 
by identifying information and ser-
vices they need and actively pushing 
those services through appropriate 
channels.

Governments also should offer ef-
fective knowledge mapping, beyond 
existing keyword-based search sup-
port.5 For example, in the U-Taoyuan 
initiative, citizens, business com-
munities, and government agencies 
might ask questions that require so-
phisticated analysis support and data 
from different sources—for exam-
ple, “Which scenic spots in Taoyuan 
County attracted at least 1 million 
visitors each year between 2003 
and 2008 and created more than 
2,500 jobs within 10 kilometers?” or 
“Which sectors generated more than 
10,000 jobs in the last five years, de-
manded no additional public services 
for education or health care, and re-
ceived lower tax incentives than the 
top three revenue-generating sectors 
in Taoyuan County?” Knowledge 
mapping involves advanced model-
ing, ontology, and natural language 
processing; it also demands sophis-
ticated data and text mining across 
heterogeneous data, documents, 
and systems, with stringent compu-
tational efficiency and scalability 
requirements. 

Finally, through Web 2.0 social me-
dia tools, governments can connect  

people, enrich their experiences, 
and harness collective intelligence 
without claiming ownership or au-
thoritarian dominance. Constant 
scanning is crucial and allows gov-
ernments to gain a comprehensive 
understanding of citizens’ concerns 
and viewpoints in an indirect, unin-
timidating way. Governments must 
perform timely sentiment analyses 
to identify underlying causes and 
present fact-based clarifications to 
network members through the ma-
jor dissemination paths along which 
misperceptions might propagate  

and escalate. This effort demands 
timely analyses of citizen-generated 
content (such as opinions and com-
ments) to discover subgroups of ac-
tors in a network. By uncovering 
main communication paths or pat-
terns, governments can recognize 
the network structure and informa-
tion flows holistically, identify cru-
cial members in a network and their 
roles (such as opinion leaders and 
hubs across subnetworks), and en-
gage them in open communication.

Challenges
To implement e-government 2.0 ef-
fectively, governments will also have 

to face and find solutions to several 
challenges. These issues are equally 
important for e-government in Asia 
and in the rest of the world.

Citizen Outreach and Trust
A central challenge of e-government 
2.0 is reaching out effectively to cit-
izens, making them aware of social-
networking services, and facilitating 
their participation and service us-
age. Trust is absolutely critical and 
requires open communication about 
key benefits, service access, and pri-
vacy issues. Governments can cul-
tivate and solidify citizens’ trust 
through increased participation and 
repeated service usage, which then 
promote positive experiences with the 
network. Governments must preserve 
individuals’ anonymity and ensure 
that no participants, including gov-
ernment officials, violate commonly 
accepted norms of online behavior 
(social contracts) and jeopardize citi-
zens’ trust.

Contributions to Social Networks
A social network should be owned 
and regulated collectively by its 
members. Governments should 
identify each major social network 
devoted to public affairs and ad-
ministration, become immersed in 
that network, and contribute to 
the network by adding value to the 
discussions and sharing. Unlike 
e-government 1.0—with its user- 
centered service design philosophy 
but a rather inward-looking view of 
service provision, reflecting existing 
workflows and agency operations—
e-government 2.0 is community- 
oriented, and the boundary between 
service provision and consump-
tion is fuzzy. A fundamental shift 
in government agencies’ mindsets 
is critical; they should select social 
networks to join rather than admin-
istering networks directly, and they 

A fundamental shift in 
government agencies’ 
mindsets is critical; they 
should select social 
networks to join rather 
than administering 
networks directly.
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should participate as valued net-
work members rather than becom-
ing the network owners.

Agile Response
Opinions and comments can prop-
agate at amazing speed in a social 
network, which creates enormous 
pressure on governments to stay 
abreast of citizen-generated content, 
identify misperceptions or misrep-
resentations, and quickly respond 
with detailed, fact-based clarifica-
tions. The traditional response man-
agement model that many agencies 
use—full data gathering, thorough 
analyses, response preparation, 
dedication, and then execution—
is far too slow to meet the time- 
compression challenge of vibrant so-
cial networks. Governments need 
new response models that offer the 
information velocity necessary for 
agile responses.

Identity and Information Privacy
To provide intelligent, personalized  
services, governments must under-
stand and “recognize” targeted ser-
vice recipients, but not in a person-
ally identifiable manner. Such identity 
recognition should be practical, ac-
ceptable, and private. E-government 
2.0 services embrace open discussions 
among citizens, so privacy becomes 
a top priority and must be ensured 
through strong evidence-based com-
mitment and appropriate technologi-
cal safeguards. To deliver intelligent, 
personalized services, governments 
need to gather data about vari-
ous entities and thoroughly analyze  
it to reveal essential preferences,  
patterns, or interactions; however, 
governments must also properly pre-
serve and protect each citizen’s infor-
mation privacy.

Data Source, Ownership, and 
Access Rights
E-government 2.0 services involve in-
formation from autonomous, hetero-
geneous sources that often vary in 
system platform, storage organiza-
tion, and structure. Data ownership 
and access rights represent an impor-
tant challenge that demands practi-
cal data governance at the enterprise 
level. Issues pertaining to data own-
ership and access rights could be-
come political, subject to incumbent 
government bureaucracies. Address-
ing these issues requires strong senior 
leadership and cultural changes.

Digital Divide
E-government 2.0 aims at greater par-
ticipation by citizens and communities, 
but agencies cannot overlook under-
privileged constituencies that cannot 
afford or use the technology, or that 
lack network access because of their 
geographic locations, economic con-
ditions, or educational backgrounds. 
Advances in social-networking ser-
vices require governments to examine 
issues of sociopolitical equality and 
address each threat that could lead to 
inequalities.
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