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toward social events, political movements, company 
strategies, marketing campaigns, and product pref-
erences. Many new and exciting social, geo political, 
and business-related research questions can be 
answered by analyzing the thousands, even mil-
lions, of comments and responses expressed in var-
ious blogs (such as the blogosphere), forums (such 
as Yahoo Forums), social media and social network 
sites (including YouTube, Facebook, and Flikr), vir-
tual worlds (such as Second Life), and tweets (Twit-
ter). Opinion mining, a subdiscipline within data 
mining and computational linguistics, refers to 
the computational techniques for extracting, clas-
sifying, understanding, and assessing the opinions 
expressed in various online news sources, social 
media comments, and other user-generated content. 
Sentiment analysis is often used in opinion mining 
to identify sentiment, affect, subjectivity, and other 
emotional states in online text. For example, we 
might seek to answer these such questions:

• What were the opinions of young US voters to-
ward the Democratic and Republican presiden-
tial candidates during the most recent election?

• Since September 11, how do the international 
Jihadi forums introduce radical ideology and 
incite young members?

• What are the opinions and comments of inves-
tors, employees, and activists toward Wal-Mart 
in light of its cost-reduction efforts and global 
business practices?

• What was the most successful McDonald’s pro-
motional campaign conducted recently in China, 

and why did it succeed? Which McDonald’s 
product is most preferred by young students in 
China and why?

Much advanced research in this area has re-
cently focused on several critical areas.1,2 In this 
installment of Trends & Controversies and the 
next, we review several contributions to this 
emerging fi eld. The topics covered include how to 
extract opinion, sentiment, affect, and subjectiv-
ity expressed in text. For example, resources on-
line might include opinions about a product or the 
violent and racist statements expressed in political 
forums. Researchers have also been able to clas-
sify text segments based on sentiment, affect, and 
subjectivity by analyzing positive or negative senti-
ment expressed in sentences, the degree of violence 
expressed in forum messages, and so on.

Future Challenges
In spite of recent advances, there are still several 
promising new directions for developing and ad-
vancing new opinion mining research. For exam-
ple, much past and current opinion mining re-
search has focused on English, Chinese, Arabic, 
and several European languages. Advanced and 
mature techniques have been developed especially 
for English. However, in light of the large amount 
of public opinions expressed by citizens in differ-
ent parts of the world, new, scalable opinion min-
ing and sentiment analysis resources and tech-
niques need to be developed for various languages. 
Future work in multilingual opinion mining will 
require bootstrapping techniques for analyzing 
obscure and lesser-known languages for quick sit-
uation assessment.

Frameworks and methods for integrating 
sentiments and opinions expressed with other 

The advent of Web 2.0 and social media con-

tent has stirred much excitement and cre-

ated abundant opportunities for understanding 

the opinions of the general public and consumers 
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computational representations—such 
as interesting topics or product fea-
tures extracted from user-generated 
text, participant reply networks, spikes 
and outbreaks of ideas or events—are 
also critically needed. Sentiment and 
opinion alone will not allow research-
ers to sufficiently understand the com-
plex dynamics in opinions expressed 
by a large group of participants.

Much of the current opinion- 
mining research has focused on busi-
ness and e-commerce applications, 
such as product reviews and movie 
ratings. Little research has tried to 
understand opinions in the social and 
geopolitical context. For example, 
what are the opinions of the differ-
ent Muslim (Shia and Sunni) popula-
tions toward the US rebuilding effort 
in Iraq? What are the potential risks 
associated with the recent US policy 
toward Somalia and other Maghreb 
countries in North Africa? Many re-
searchers believe that the geopolitical 
Web—that is, the geopolitical con-
tent and opinions expressed in the 
Web-based social media contributed 
by the local population or constitu-
ents in a given country or region—
can help shed light on public opin-
ions and concerns. Such information 
might help advance “soft power” or 
“smart power” in an at-risk region.3,4 
There are significant interdisciplinary 
research opportunities between com-
puter scientists and social and politi-
cal researchers in this area.

As we look forward, many emerging 
social media or Web 2.0 applications 
create new challenges and opportuni-
ties for opinion mining. For example, 
how do we properly capture the burst 
and fading of interests expressed in the 
short and often cryptic 140-character- 
long tweets? How do we capture the 
opinion-related body language ex-
pressed by Second Life participants 
(such as thumbs-up, thumbs-down, 
and applause) for opinion mining?

Lastly, in addition to extracting 
and quantifying online opinions, we 
need new research to identify the 
causal and association relationships 
between online opinions and real-
world events or performances. Will 
the online opinions expressed in the 
activist forums help change and shape  
future political events or policies? 
How effective are the international  
Jihadi forums in radicalizing mem-
bers and increasing new terrorist re-
cruits? Are the volume and sentiment 
of online movie word-of-mouth com-
ments good predictors of eventual 
movie sales? Will online employee 
or investor comments and sentiment 
help predict a corporation’s future 
stock performance? 

Opinion Mining  
for Wal-Mart
As an example of how online opinion- 
mining works, we present our re-
search that sought to understand the 
stock performance of a large US cor-
poration, Wal-Mart. This research, 
which is based on a Market Intelli-
gence 2.0 (MI2) analysis framework, 
applies automatic topic and sentiment 
extraction methods to various online 
discussions to assess the opinions of 
various business constituents toward 
a given company.5

Our work builds on previous studies 
focusing on the relationship between 
the discussions held in firm-specific 
finance Web forums and public stock 
behavior. However, instead of assum-
ing a shareholder view of participants 
in a finance Web forum as in previous 
research, and considering them to be 
uniformly representative of investors, 
we adopted a stakeholder perspective. 
This perspective more accurately rep-
resents the diversity of the constitu-
ency groups participating in the Web 
forum and closely aligns the analysis 
with the corporation’s stakeholder 
theory.

To address the broad questions 
posed in this research, and guided 
by the literature reviewed, we devel-
oped a framework for analysis with 
four major stages: stakeholder analy-
sis, topical analysis, sentiment anal-
ysis, and stock modeling. During the 
stakeholder analysis stage, we iden-
tified the stakeholder groups partici-
pating in Web forum discussions. In 
the topical analysis stage, the major 
topics of discussion driving commu-
nication in the Web forum are deter-
mined. The sentiment analysis stage 
consists of assessing the opinions ex-
pressed by the Web forum partici-
pants in their discussions. Finally, in 
the stock modeling stage, we exam-
ine the relationships between various 
attributes of Web forum discussions 
and the firm’s stock behavior. 

Our study collected messages from 
the Yahoo Finance Wal-Mart forum 
from 4 January 1999 to 10 July 2008, 
resulting in 433,325 messages. We 
also used Yahoo Finance to collect 
stock information to calculate the 
stock behavior variables for the 2,394 
trading days covered in the analysis. 
News articles containing Wal-Mart 
related keywords were also collected 
from the Wall Street Journal over the 
same time period, for a total of 4,077 
articles.

The stock models we developed to 
test the hypotheses regarding the re-
lationship between the Web forum 
discussions and the Wal-Mart stock 
behavior directly followed those pro-
posed in previous research.6 The 
models examined the correlation 
and developed both contemporane-
ous and predictive regression models  
using the variables presented in the 
research design. In the contempora-
neous regressions, the stock behavior 
variables are regressed on the mea-
sures of the forum discussions occur-
ring on the same day. In the predictive 
regressions, measures of the forum  
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discussions occurring on a specific 
day are utilized to predict the stock 
behavior on the following trading 
day. We summarize selected results 
from predictive regression using over-
all forum data.

As Table 1 shows, message volume 
in the forum holds a significant neg-
ative relationship with stock return, 
with high volume indicating subse-
quent negative returns. Disagreement 
and subjectivity also held significant 
relationships with volatility, where 
less disagreement and high levels of 
subjectivity predicted periods of high 
stock volatility. When the forum con-
solidated or intensified its sentiment 
position and utilized highly subjective 
language, perhaps in efforts to influ-
ence other participants, increases in 
stock volatility were likely to follow 
in the subsequent trading day. Dis-
agreement also predicted trading vol-
ume on the next day, characterized by 
a positive relationship, as buyer and 
seller investor positions are commu-
nicated in the discussions followed 
by high trading volume. High levels 
of subjectivity, on the other hand, in-
dicated suppressed trading volume 
to follow. Efforts to influence other 
forum participants might cause the 
market to become more conservative, 
maintaining their stock holdings or 
postponing a purchase. Additionally, 
sentiment expressed in the Web forum 
holds a significant relationship with 
the trading volume on the following 
day. Positive sentiment reduces trad-
ing volume, perhaps because satisfied 
shareholders hold their stock, while 
negative sentiment induces trading 
activity as shareholders defect.

In This Issue and the Next
In this Trends & Controversies de-
partment and the next, we include 
three articles on opinion mining from 
distinguished experts in computer sci-
ence and information systems. Each 
article presents a unique innovative 
research framework, computational 
methods, and selected results and ex-
amples. In this first issue, Bing Liu’s 
article “Sentiment Analysis: A Multi-
faceted Problem” argues that senti-
ment analysis is not a single problem, 
but a combination of many facets or 
subproblems. Liu introduces some of 
these problems and suggests several 
technical challenges, including object 
identification, feature extraction and 
synonym grouping, opinion-orientation  
classification, and integration.

The July/August 2010 issue of IEEE 
Intelligent Systems will follow up with 
two additional articles: “Sentiment 
Quantification,” by Andrea Esuli and 
Fabrizio Sebastiani, and “Intelligent 
Feature Selection for Opinion Classi-
fication,” by Ahmed Abbasi.
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Sentiment Analysis:  
A Multifaceted Problem

Bing Liu, University of Illinois 
at Chicago

Sentiment analysis is the computa-
tional study of people’s opinions, ap-
praisals, and emotions toward enti-
ties, events and their attributes. In the 
past few years, this field has attracted 

Table 1. Predictive regression models for the overall forum.

Overall forumt Markett Sentimentt–1 Disagreementt–1 Message volumet–1 Message lengtht–1 Subjectivityt–1

Returnt   0.8723†

  (31.33)
  0.0025 
  (0.31)

  0.0000 
  (0.04)

–0.0007** 
  (–2.29)

  0.0002 
  (1.42)

  0.0015 
  (1.46)

Volatilityt –0.0010 
  (–0.25)

  0.0074 
  (0.47)

–0.0023†

  (–4.94)
–0.0122†

  (–19.09)
  0.0030†

  (7.82)
  0.0149†

  (7.27)

Trading  
volumet

  0.7627†

  (15.06)
–0.4275** 
  (–2.06)

  0.0140** 
  (2.29)

  0.1957†

  (–13.24)
–0.0668†

  (–13.24)
–0.3014†

  (–11.11)

** p < 0.05, †p < 0.01

IS-25-03-TandC.indd   76 13/05/10   9:38 AM



May/june 2010 www.computer.org/intelligent	 77

a great deal of attention from both 
the academia and industry due to 
many challenging research problems 
and a range of applications.

Opinions are important because 
whenever people need to make a deci-
sion, they want to hear others’ opin-
ions. The same is true for organiza-
tions. However, few computational 
studies on opinions existed before the 
Web because there was little opinion-
ated text (text with opinions or sen-
timents) available. In the past, when 
making a decision, individuals typi-
cally asked for opinions from friends 
and families. When an organization 
wanted to find opinions of the gen-
eral public about its products and ser-
vices, it conducted surveys and focus 
groups. However, with the explosive 
growth of the social media content 
on the Web in the past few years, the 
world has been transformed. People 
can now post reviews of products 
at merchant sites and express their 
views on almost anything in discus-
sion forums and blogs, and at social 
network sites. Hence, individuals are 
no longer limited to asking friends 
and families because of the plethora 
of user-generated product reviews 
and opinions available on the Web. In 
turn, companies might no longer need 
to conduct surveys or focus groups to 
gather consumer opinions about its 
products and those of its competitors 
because there’s plenty of such infor-
mation publicly available.

However, finding opinion sites 
and monitoring them on the Web is 
a formidable task because there are 
numerous, diverse sources, each of 
which might also have a huge volume 
of opinionated text. In many cases, 
opinions are hidden in long forum 
posts and blogs, so it is difficult for 
a human reader to find relevant sites, 
extract related sentences with opin-
ions, read them, summarize them, and 
organize them into usable formats.  

Automated opinion discovery and 
summarization systems can address 
this need.

In this article, I first give a brief in-
troduction to this problem and pres-
ent some technical challenges. As we 
will see, sentiment analysis is not a 
single problem, but a combination 
of many facets or subproblems. This 
article introduces and explains some 
of these problems. I will then share 
some of my thoughts on the past and 
future of sentiment analysis based on 
my research in the past few years and 
my experience in the industry for a 
short while.

Sentiment-Analysis Problem
The research in the field started with 
sentiment and subjectivity classifica-
tion, which treated the problem as a 
text classification problem. Sentiment 
classification classifies whether an 
opinionated document (such as prod-
uct reviews) or sentence expresses a 
positive or negative opinion.2 Subjec-
tivity classification determines whether 
a sentence is subjective or objective.3 
Many real-life applications, however, 
require more detailed analysis because 
users often want to know the subject of 
opinions.1,4 For example, from a prod-
uct review, users want to know which 
product features consumers have 
praised and criticized.

To explore this generic problem, 
let’s use the following review segment 
on iPhone as an example: 

(1) I bought an iPhone two days ago.  

(2) It was such a nice phone. (3) The touch 

screen was really cool. (4) The voice qual-

ity was clear too. (5) However, my mother  

was mad with me as I did not tell her  

before I bought it. (6) She also thought 

the phone was too expensive, and wanted 

me to return it to the shop.…

(I numbered each sentence for easy 
reference.1) The question is, what do 

we want to extract from this review? 
The first thing that we might notice 
is that there are several opinions in 
this review. Sentences 2, 3, and 4 ex-
press three positive opinions, while 
sentences 5 and 6 express negative 
opinions or emotions. We can also 
see that all the opinions are expressed 
about some targets or objects. For ex-
ample, the opinion in sentence 2 is on 
the iPhone as a whole, and the opin-
ions in sentences 3 and 4 are on the 
iPhone’s touch screen and voice qual-
ity, respectively.

Importantly, the opinion in sen-
tence 6 is on the iPhone’s price, but the 
opinion/emotion in sentence 5 is about 
“me,” not the phone. In an application, 
the user might be interested in opinions 
on certain targets but not necessarily 
on user-specific information. Finally, 
we can also see the sources or hold-
ers of opinions. The source or holder 
of the opinions in sentences 2, 3, and 4 
is the author of the review, but in sen-
tences 5 and 6, it is “my mother.”

Definitions
With this example in mind, we can 
now define the sentiment analysis or 
opinion mining problem. We start 
with the opinion target. In general, 
people can express opinions on any 
target entity—products, services, in-
dividuals, organizations, or events. In 
this context, the term object is used to 
denote the target entity that has been 
commented on. An object can have a 
set of components (or parts) and a set 
of attributes (or properties),1,4 which 
we collectively call the features of the 
object.

For example, a particular brand of 
cellular phone is an object. It has a set 
of components (such as battery and 
screen) and a set of attributes (such as 
voice quality and size), which are all 
called features (or aspects). An opin-
ion can be expressed on any feature of 
the object and also on the object itself.  
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For example, in “I like the iPhone. 
It has a great touch screen,” the first 
sentence expresses a positive opinion 
on the iPhone itself, and the second 
sentence expresses a positive opinion 
on its touch screen feature.

The opinion holder is the person or 
organization that expresses the opin-
ion. In the case of product reviews 
and blogs, opinion holders are usu-
ally the authors of the posts. Opinion 
holders are more important in news 
articles because they often explicitly 
state the person or organization that 
holds a particular opinion.

An opinion on a feature f (or ob-
ject o) is a positive or negative view 
or appraisal on f (or o) from an opin-
ion holder. Positive and negative are 
called opinion orientations.

With these concepts in mind, we 
can define an object model, a model 
of an opinionated text, and the min-
ing objective, which are collectively 
called the feature-based sentiment 
analysis model.1,4 In the object model, 
an object o is represented with a fi-
nite set of features, F = {f1, f2, …, fn}, 
which includes the object itself as a 
special feature. Each feature fi ∈ F 
can be expressed with any one of a fi-
nite set of words or phrases Wi = {wi1, 
wi2, …, wim}, which are the feature’s 
synonyms.

In the opinionated document 
model, an opinionated document d 

contains opinions on a set of objects 
{o1, o2, …, or} from a set of opinion 
holders {h1, h2, …, hp}. The opinions 
on each object oj are expressed on a 
subset Fj of features of oj. An opinion 
can be one of the following two types:

•	 A direct opinion is a quintuple 
(oj, fjk, ooijkl, hi, tl), where oj is an 
object, fjk is a feature of the object 
oj, ooijkl is the orientation of the 
opinion on feature fjk of object oj, 
hi is the opinion holder, and tl is the 
time when the opinion is expressed 
by hi. The opinion orientation 
ooijkl can be positive, negative, or 
neutral.

•	 A comparative opinion expresses a 
preference relation of two or more 
objects based their shared features. 
A comparative opinion is usually 
conveyed using the comparative or 
superlative form of an adjective or 
adverb, such as “Coke tastes better 
than Pepsi.” (Due to space limita-
tions, this article does not discuss 
such opinions; see previous work 
for more details.1)

Therefore, given an opinionated 
document d, the objective of senti-
ment analysis (or opinion mining) is 
twofold:

•	 discover all opinion quintuples  
(oj, fjk, ooijkl, hi, tl) in d and

•	 identify all synonyms (Wjk) of each 
feature fjk in d.

In practice, not all five pieces of in-
formation in the quintuple need to be 
discovered for every application be-
cause some of them might be known 
or not needed. For example, in the 
context of online forums, the site typ-
ically displays the time when a post 
is submitted and identifies the opin-
ion holder. (We will not discuss them 
further in this article.)

Applications
A simple way to use the results is to 
produce a feature-based summary 
of opinions on an object or multiple 
competing objects.1,4 Figure 1 shows 
the summary of opinions on two com-
peting cellular phones along differ-
ent product features dimensions. We 
can clearly see how consumers view 
the different features of each product. 
Phone 1 is clearly a better product.

Technical Challenges
The objective of sentiment analysis 
gives us a good clue of the main tasks 
involved and technical challenges. 
The following blog excerpt gives a 
more complex example:

(1) Yesterday, I bought a Nokia phone 

and my girlfriend bought a moto phone. 

(2) We called each other when we got 

home. (3) The voice on my phone was 

not clear. (4) The camera was good.  

(5) My girlfriend said the sound of her 

phone was clear. (6) I wanted a phone with 

good voice quality. (7) So I was not satis-

fied and returned the phone to Best Buy.

Object Identification
The objects discussed in the blog are 
“moto” (Motorola) and Nokia. This 
object identification is important be-
cause without knowing the object on 
which an opinion has been expressed, 
the opinion is of little use. The problem  

Figure 1. Visual comparison of feature-based opinion summaries of two cellular 
phones. Each bar above the x-axis shows the number of positive opinions on 
a feature (given at the top), and the bar below shows the number of negative 
opinions on the same feature.

Picture Battery Size WeightCameraPositive

Negative Cellular phone 1 Cellular phone 2

Phone
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is similar to the classic named- 
entity recognition problem, but there 
is a difference. In a typical opinion-
mining application, the user wants to 
find opinions on some competing ob-
jects, such as competing products or 
services. Thus, the system needs to 
separate relevant and irrelevant ob-
jects. For example, Best Buy is not a 
competing product name, but a store 
name.

Feature Extraction  
and Synonym Grouping
In this example, the phone features 
are voice, sound, and camera. Al-
though there have been attempts to 
solve this problem, it remains to be 
a major challenge. Current research 
mainly finds nouns and noun phrases. 
The recall might be good, but the pre-
cision can be low. Furthermore, verb 
features are common as well but are 
harder to identify. 

To produce a summary similar 
to the one in Figure 1, we also need 
to group synonym features because 
people often use different words or 
phrases to describe the same feature. 
For example, voice and sound refer to 
the same feature in this excerpt.

Opinion-Orientation Determination
The next task is to determine whether 
a sentence contains an opinion on a 
feature and, if so, whether it is posi-
tive or negative. Existing approaches 
are based on different supervised and 
unsupervised methods using opin-
ion words and phrases and the gram-
mar information. One key issue is to 
identify opinion words and phrases 
(such as good, bad, poor, or great), 
which are instrumental to sentiment 
analysis. However, there are seemly 
an unlimited number of expressions 
that people use to express opinions, 
and in different domains, they can 
be significantly different. Even in the 
same domain, the same word might  

indicate different opinions in differ-
ent contexts.1 

For example, in the sentence “The 
battery life is long,” long indicates 
a positive opinion about the battery 
life feature. However, in the sen-
tence “This camera takes a long time 
to focus,” long indicates a negative 
opinion. Also, sentence 6 in the blog  
excerpt seemingly expresses a posi-
tive opinion, but of course it does 
not. There are still many problems 
that need to be solved.1

Integration
Integrating these tasks is also compli-
cated because we need to match the 
five pieces of information in the quin-
tuple. That is, the opinion ooijkl must 
be given by opinion holder hi on fea-
ture fjk of object oj at time tl. To make 
matters worse, a sentence might not 
explicitly mention some pieces of in-
formation, but they are implied using 
pronouns, language conventions, and 
context.

To deal with these problems, we 
need to apply natural-language pro-
cessing techniques in the opinion min-
ing context, such as parsing, word-
sense disambiguation, and coreference 
resolution. 

As an example, we can use coref-
erence resolution to give a glimpse 
of the issues. For the blog example, 
figuring out what is “my phone” and 
what is “her phone” in sentences 3 
and 5 is not a simple task. Sentence 
4 does not mention any phone and 
does not have a pronoun; the ques-
tion is which phone “the camera” be-
longs to. Coreference resolution is a 
classic problem in natural-language 
processing, and the research com-
munity has not yet found an accurate 
solution.

My Perspective
I would now like to share some of my 
thoughts on the past and future of the 

field based on my research and practi-
cal application experiences.

The Past
The research community has stud-
ied almost all main aspects of this 
problem. The most well-studied 
subproblem is opinion orientation  
classification—that is, at the docu-
ment, sentence, and feature levels. 
The existing reported solutions are 
still far from perfect because current 
studies are still coarse and not much 
has been done on finer details. For 
example, on opinion classification, 
there are many conceptual rules that 
govern opinions,1 and there are even 
more expressions (possibly unlimited) 
that can convey these concepts. How-
ever, little in-depth study has been 
done on many of them. On feature ex-
traction and synonym grouping, they 
remain challenging. Object extraction 
is probably the easiest because we can 
apply many existing information ex-
traction algorithms. Integration and 
matching of all five pieces of informa-
tion in the quintuple is still lacking, 
which is probably not surprising since 
the research community likes to focus 
on individual subproblems.

This leads us to the question of sen-
timent analysis accuracy of the cur-
rent algorithms. The question is, how-
ever, very difficult to answer because 
there are so many subproblems. Al-
though for some individual problems, 
researchers have annotated data for 
testing, a comprehensive corpus still 
does not exist to help test the accu-
racy on all tasks in a unified way. For 
accurate evaluation, the benchmark 
data needs to cover a large number of 
domains because a system that does 
well in one domain might not do well 
in another, as opinions in different 
domains can be expressed so differ-
ently. Precision and recall are com-
monly used as evaluation measures. 
In most applications, high precision 
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is critical but high recall might not 
be necessary as long as the system 
can extract enough opinions to be 
statistically significant. A crucial is-
sue, however, is ensuring the correct 
proportions of positive and negative 
opinions on each feature. Hence, the 
system errors should be balanced so 
that they do not destroy the natural 
distribution of positive and negative 
opinions.

The Future
Building on what has been done so 
far, I believe that we just need to con-
duct more refined and in-depth inves-
tigations as well as build integrated 
systems that try to deal with all the 
problems together because their inter-
actions can help solving each individ-
ual problem. I am optimistic that the 
problems will be solved satisfactorily 
in the next few years for widespread 
applications. In fact, we might al-
ready begin to see the light at the end 
of the tunnel. For instance, based on 
our tests using 10 diverse data sets, 
the system that my group is building 
(called Opinion Parser) can achieve 80 
to 90 percent of recall and precision  

on feature-based opinion orienta-
tion determination. It can also per-
form integration to a good extent 
based on several automated discovery 
functions.

For real-life applications, a com-
pletely automated solution is no-
where in sight. However, it is possi-
ble to devise effective semiautomated 
solutions. The key is to fully under-
stand the whole range of issues and 
pitfalls, cleverly manage them, and 
determine what portions can be done 
automatically and what portions 
need human assistance. In the con-
tinuum between the fully manual so-
lution and fully automated solution, 
we can push more and more toward 
automation.

Beyond what have been discussed so 
far, we also need to deal with the issue 
of opinion spam, which refers to writ-
ing fake or bogus reviews that try to de-
liberately mislead readers or automated 
systems by giving untruthful positive 
or negative opinions to promote a tar-
get object or damage the reputation of 
another object.5 Detecting such spam 
is vital as we go forward because spam 
can make sentiment analysis useless.

Finally, despite these difficulties and 
challenges, the field has made signifi-
cant progress over the past few years. 
This is evident from the large num-
ber of start-up companies that pro-
vide sentiment-analysis and opinion- 
mining services. A real, substantial 
need exists in industry for such ser-
vices. This practical need and the 
technical challenges will keep the 
field vibrant and lively for years to 
come.
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