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Identifying Adverse 
Drug Events from 
Patient Social Media 
A Case Study for Diabetes
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Social media sites 

have emerged as 

major platforms 

for discussion of 

treatments and drug 

side effects, making 

them a promising 

source for adverse 

drug event reporting, 

but extracting such 

reports remains 

challenging.

Pharmacovigilance starts at the pre-
approval stage, when information about ad-
verse drug events (ADEs) is collected during 
phases 1 through 3 of clinical trials, and contin-
ues in the post-approval stage and throughout 
a drug’s life on the market. Although clini-
cal trials are used for evaluation safety issues, 
they’re limited with respect to the number and 
characteristics of patients exposed, duration, 
and type of data collected. Myriad co-morbidi-
ties, over-the-counter and prescription drug in-
teractions, and food interactions can take time 
to surface, thus the complete safety profile as-
sociated with a new drug can’t be fully estab-
lished through clinical trials. Post-approval 
ADEs are a major health concern, accounting 
for more than 2 million injuries, hospitaliza-
tions, and deaths each year in the US alone, 
with associated costs estimated at $75 billion 
annually.2 Timely safety surveillance after a 
drug’s release on the market is therefore an ur-
gent goal of public health systems.

Recognizing the importance of drug safety 
surveillance, research into the identifica-
tion, extraction, and detection of ADEs has 
steadily grown in the past decade. At the 
same time, social networks and patient fo-
rums on the Internet have emerged and in-
creased in popularity as evidenced by site 
traffic. Patient social media cover a large 
and diverse population and contain mil-
lions of unsolicited and uncensored discus-
sions about medications. These discussions 
include information about drug indications 
(use of that drug for treating a particular 
medical condition) and ADEs (any medical 
condition or symptom occurring at the time 
a drug is used, whether or not it’s identified 
as a cause of the injury). In particular, pa-
tient reports of ADEs through social media 
are more sensitive to underlying changes in 
patients’ functional status than clinical and 
spontaneous reports. Thus, analyzing these 
reports of ADEs in health social media could 

Pharmacovigilance, also referred to as drug safety surveillance, has been 

defined as “the science and activities relating to the detection, assess-

ment, understanding and prevention of adverse drug effects (negative medical 

conditions occurring at the time a drug is used) or any other drug problem.”1
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add value to the current practice of 
pharmacovigilance by providing new 
perspectives for understanding drug 
effectiveness as well as side effects.3

Given the hundreds of health social 
network sites and forums available on 
the Internet, manually identifying pa-
tient reports of ADEs isn’t feasible, so 
we describe high-performance auto-
matic information extraction process. 
A case study on a longitudinal diabe-
tes patient social media platform eval-
uates our approach’s performance. We 
believe that ours is the first approach 
to combine statistical learning and se-
mantic information for ADE extrac-
tion (see the sidebar for related work). 
Specifically, it captures ADEs based on 
patient experiences, providing an effi-
cient way to listen to patients’ voices 
during drug safety surveillance.

Methods
Figure 1 illustrates our proposed re-
search framework for identifying 
patient-reported ADEs; in the fol-
lowing, we explain the major compo-
nents in detail.

Patient Forum Data Collection
Diabetes affects 25.8 million people, 
or 8.3 percent of the American popu-
lation. A large number of treatments 
exist to help control patients’ glucose 
level and prevent organ damage from 

hyperglycemia. Many treatments have 
adverse events that range from minor 
to serious, affecting patient safety to 
varying degrees. Patients’ online dis-
cussions about their treatments can 
potentially give unique insights to 
drug safety surveillance and improve 
patient safety.

We developed our research testbed 
based on a major diabetes patient fo-
rum in the US, the American Diabetes 
Association (ADA) online community 
(http://community.diabetes.org). An 
automated crawler was developed to 
download webpages and extract rel-
evant fields in patient discussions. Col-
lected information includes post ID (the 
unique identifier of a post in the forum), 
URL, topic title, post author’s ID (the 
unique identifier of a user in the forum), 
post date, and post content. We collected 
184,874 postings contributed by the 
ADA forum dating from February 2009 
(when the forum was established) to De-
cember 2012 (our latest data collection).

Data Preprocessing
Data preprocessing normalizes the raw 
data into a format that’s ready for anal-
ysis. The preprocessing consists of two 
components: text cleaning and sentence 
boundary detection. For text cleaning, 
we developed specific regular expres-
sions to remove URLs, duplicate punc-
tuation, and personally identifiable 

information such as email address, so-
cial security number, and so on. We 
then focus on sentence-level analysis, 
segmenting a post into sentences with 
a state-of-the-art open source natural 
language processing tool, OpenNLP 
(https://opennlp.apache.org). In total, 
our testbed had 1,348,364 sentences.

Medical Entity Extraction
We apply multiple types of lexicon 
sources to extract drug names and ad-
verse events from the text, including 
the Unified Medical Language System 
(UMLS), the US Food and Drug Ad-
ministration’s (FDA’s) Adverse Event 
Reporting System (FAERS), and the 
Consumer Health Vocabulary (CHV), 
medical ontologies frequently used in 
prior studies.4-9 MetaMap (http://
metamap.nlm.nih.gov), a highly 
configurable Java API from the Na-
tional Library of Medicine, is used to 
map patient social media text to the 
UMLS.4 We initialize the medical en-
tity extraction with MetaMap to rec-
ognize terms matching the standard 
medical lexicons in patient forums. 
Drug and event names extracted by 
MetaMap are filtered by terms in the 
FDA’s drug safety database, FAERS.7

Terms that never appear in FAERS 
aren’t considered for further analysis.

Next, we extend the entity extrac-
tion to include the CHV.7 For each 

Figure 1. Research framework for identifying patient-reported adverse drug events. UMLS stands for Unified Medical Language 
System (UMLS) and FAERS stands for the FDA’s Adverse Event Reporting System. Our research framework consists of five major 
components: patient forum data collection, data preprocessing, medical entity extraction, adverse drug event extraction, and 
report source classification.
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term that MetaMap identified, we 
query the CHV to get its consumer-
preferred equivalent and add it to 
our lexicon. The consumer-preferred 
terms are then used to search for ad-
ditional entities in the patient forum. 
After the medical entity extraction, 
we identified 50,468 drug entities 
and 22,195 medical event entities and 
extracted those sentences with both 
drug and event entities for further 
analysis. In total, we obtained 2,972 
unique sentences with at least one 
drug and one medical event.

ADE Extraction
Patients’ ADE discussions in forums 
tend to be informal and colloquial, 
requiring medical knowledge and 
complex linguistic techniques to in-
terpret. To address these issues, our 

approach incorporates statistical learn-
ing methods for relation detection 
and semantic information from medi-
cal and linguistic knowledge bases to 
identify ADEs from drug indications 
and negated ADEs.

Statistical learning. An important 
task of ADE extraction is to deter-
mine whether there’s a relationship 
between a drug and medical event 
in a sentence. To detect related drug 
and medical events in patient fo-
rum posts, we developed a shortest-
dependency path kernel function 
and trained a support vector ma-
chine (SVM) to learn patterns from 
posts with related drugs and events. 
Such kernel-based statistical learn-
ing methods have shown promise in 
identifying various relations in prior 

studies, such as protein interactions 
and drug interactions.10-12

We propose generating syntactic 
and semantic features for relation in-
stances based on the shortest depen-
dency path from medical events to 
treatment entities. Dependency pars-
ing captures both syntactic and seman-
tic information between words in the 
sentences, generating word-to-word 
links based on grammatical relations. 
In the dependency graph, syntactic 
dependency is represented by the hi-
erarchical structures of the trees, and 
semantic dependency is represented by 
the links’ directions. We used the Stan-
ford Parser (http://nlp.stanford.edu/
software/lex-parser.shtml), which cov-
ers 53 different grammatical relations, 
for dependency parsing. A grammati-
cal relation holds from a dependent to 

Although there has been an increased interest in 
analyses of health social media content, we limit our 
scope to those prior pharmacovigilance studies that 

have used publicly available social media data.
With respect to testbeds, prior studies employed data 

sources from three different types of social media. Most 
studies accessed general health discussion forums, such 
as DailyStrength,1,2 Yahoo health forums,3 and Medhelp.4

General health social forums contain a variety of health-
related topics ranging from herbal remedies to medi-
cations, thus filtering methods are necessary to extract 
relevant information for subsequent analysis. Others 
developed research based on disease-focused discussion 
forums.5,6 Tweets (microblogs of 140 or fewer characters) 
drove a recent study.7 Among these datasets, disease-
focused discussion forums are more suitable for adverse 
drug event (ADE) detection because they contain more 
concentrated discussions about treatments for particular 
diseases.8

A major objective of prior social media pharmacovigi-
lance research is to extract ADEs.1,2,5,7 Brant Chee and his 
colleagues used patient medication reviews to classify 
risky versus safe drugs for US Food and Drug Administra-
tion (FDA) scrutiny.3 Others explored the connections be-
tween ADEs and patient drug-switching behaviors.6

The most commonly used information extraction tech-
niques are text classification, medical named entity recog-
nition, and ADE relation extraction. Classification methods 
such as support vector machines (SVMs) and naïve Bayes 
have been applied in recent studies. Chee and colleagues3

developed ensemble classifiers with SVM and naïve Bayes 
to classify risky and safe drugs based on online discussions, 

whereas Jiang Bian and his colleagues used SVM to filter 
noise in tweets.7

Medical named entity recognition in social media phar-
macovigilance research aims to identify medically related 
entities (both treatments and medical events). Most studies 
adopted lexicon-based entity recognition approaches be-
cause of the wide availability of medical lexicons and knowl-
edge bases in the healthcare domain. Prior studies used the 
Unified Medical Language System (UMLS), for example.1,2

Spontaneous reporting systems (SRSs), such as the FDA’s Ad-
verse Event Reporting System (FAERS) and MedEffect (the 
ADE reporting system in Canada), often are used as a lexicon 
source.4,7 Because consumers’ health vocabulary often differs 
from that of medical professionals,3 the Consumer Health 
Vocabulary, a lexicon linking UMLS standard medical terms 
to patients’ colloquial language, has been adopted in many 
studies to interpret medical terms in online patient discus-
sions.4,5 Azadeh Nikfarjam and his colleagues developed a 
machine-learning-based association rule mining algorithm to 
generate patterns for recognizing adverse events.2

Using medical named entity recognition, researchers 
can extract patient discussions of both drug and medical 
events. The system then treats this data as a relation ex-
traction task, detecting whether a pair of drug and medi-
cal events is a report of an ADE. The goal is to determine 
if there’s a relation between the drug and events and the 
type of relation (for example, drug indications or ADEs). 
Several prior studies have adopted co-occurrence analysis 
approaches to extract ADE relations.4-6 This approach as-
sumes that if two entities are both mentioned within a cer-
tain range (say, within 20 tokens2), there’s an underlying 
relationship between them.

Related Work Using Social Media for Pharmacovigilance
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In terms of results, several studies evaluated performance 
using precision, recall, and f-measure metrics. For medi-
cal entity recognition, Robert Leaman and his colleagues 
achieved the best performance values on extracting ad-
verse events from forums with a precision of 78.3 percent, 
recall of 69.9 percent, and f-measure of 73.9 percent.1 For 
relation extraction, all prior studies adopted co-occurrence 
analysis-based approaches.4-6 None of these studies evalu-
ated the performance because it’s dependent on the data-
set. For text classification, Bian and colleagues achieved 74 
percent accuracy in identifying adverse events.7

Based on our review of prior health social media pharma-
covigilance research, we find that lexicon-based approaches 
for medical entity extraction achieved better performance. 
The co-occurrence analysis-based adverse event extraction 
approach is widely adopted, but it has some clear draw-
backs. For example, there are multiple types of relations be-
tween medical events and drugs, including drug indications 
and ADEs. Patients sometimes negated the connections 
between drugs and medical conditions in their discussion. 
This approach, capturing little syntactic and semantic infor-
mation in the sentences, could generate false ADEs when 
negations exist between medical events and drugs or con-
found ADEs with drug indications. The precision of a co-oc-
currence analysis-based approach therefore isn’t sufficient 
to support further analysis on extracted ADEs. Instead, we 
need a more accurate ADE extraction method to analyze 
patient reports via social media.

Furthermore, although these studies extracted ADEs 
from patient forums, they could come from different report 
sources, including patient experience, third-hand accounts, 
news, and research. Most prior studies applied machine-
learning-based classification techniques to filter out 
noise in health social media content. However, they rarely 

classified ADEs based on report sources to identify patient-
reported ADEs, which have higher clinical value.

Our analysis of these studies motivated several critical 
directions that are incorporated in our case study, namely, 
the development and evaluation of a scalable and seman-
tic-rich method for ADE extraction and a robust report 
source classification method to identify ADEs based on ac-
tual patient experience.
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a governor (also known as a regent or 
head). Figure 2 shows the dependency 
graph of a sample sentence.

In this sentence, hypoglycemia is 
an adverse event entity and Lantus
is a diabetes treatment. The figure 
shows the grammatical relations be-
tween words, such as hypoglycemia
is the direct object of cause, thus they 
have a grammatical relation, dobj. In 
this case, cause is the governor and 
hypoglycemia is the dependent. Ac-
tion is the noun subject of cause, thus 
they have a relation nsubj.

Although the dependency tree pres-
ents the syntactic and semantic re-
lationships between words in the 
sentences, a large proportion of the 
dependency tree isn’t relevant to the 
relationship between medication and 
medical event in the sentence. We 

used the shortest path between medi-
cal event entity and drug entity in the 
dependency tree (shortest dependency 
path) for feature generation.

Due to the large amount of data 
in the testbed, the representation of 
instances usually results in a large 
but sparse feature set, leading to de-
creased performance in training and 
testing. To reduce data sparsity and 
increase robustness in our method, 
we expand the shortest dependency 
path by categorizing words on the 
path into word classes with varying 
degrees of generality. Word classes 
include words, part-of-speech (POS) 
tags, and generalized POS tags. POS 
tags are extracted with the Stanford 
CoreNLP package (http://nlp.stanford. 
edu/software); we generalized them ac-
cording to the Penn TreeBank guideline. 

Semantic types (event and treatments) 
are also used on the two ends of the 
shortest path.

We can define the generated fea-
tures for the relation instance hypo-
glycemia and Lantus as the Cartesian 
product of all the elements on the 
path, as Figure 3 shows. We can thus 
represent the original sentence in a 
sequence as X  [x1, x2, x3, x4, x5, x6,
x7], where x1  {Hypoglycemia, NN, 
Noun, Event}, x2  {- }, x3 {cause, 
VB, Verb}, x4  { -}, x5  {action, 
NN, Noun}, x6  { -}, and x7  {Lan-
tus, NN, Noun, Treatment}.

Statistical learning methods rely on 
kernel functions to find a hyperplane 
that separates positive instances from 
negative. Given that x x1 x2 x3 ...
xm and y y1 y2 y3 … yn are two 
relation instances, where xi denotes 
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the set of features corresponding to 
position i, the kernel function is com-
puted as follows:

∏
=

≠

=
=

K x y
m n

C x y m n
( , )

0,

( , ), ,i ii

n

1

where C(xi, yi)  |xi yi| is the number 
of common features between xi and yi.

So, we can represent instance x
{When this happens, the basal action 
of your Lantus could cause hypogly-
cemia.} as x  [{Hypoglycemia, NN, 
Noun, Event}, {- }, {cause, VB, Verb}, 

{ -}, {action, NN, Noun}, { -}, {Lan-
tus, NN, Noun, Treatment}]. We can 
represent instance y  {But, now I’ve 
read a few posts in this thread that 
indicate depression as a possible side 
effect from Lantus.} as y  [{depression, 
NN, Noun, Event}, {- }, {indicate, VBP, 
Verb}, { -}, {effect, NN, Noun}, { -}, 
{Lantus, NNP, Noun, Treatment}]. The 
system can then compute K(x, y) as the 
product of the number of common fea-
tures xi and yi in position i, thus, K(x,
y)  3 1 1 1 2 1 3  18. Based on the 
result, we can see relation instances x

and y have very high similarity scores. 
If instance x has a drug-event relation, 
instance y is very likely to contain a 
drug-event relation as well.

We adopted transductive SVMs 
(TSVMs)13 for classification in re-
lation detection, which helps dis-
tinguish relation instances with a 
relation from those without any rela-
tionship. TSVM is a semisupervised 
machine-learning method that uses 
hyperplanes to find maximally dis-
tant separation between two classes 
of data based on kernel function. It 
can conduct learning with both la-
beled and unlabeled data. SVM-light 
(http://svmlight.joachims.org), an open 
source package for TSVM, is applied 
in this study because it supports cus-
tomized kernel functions.

To conduct the statistical learning, 
we randomly selected 400 sentences 
with at least one drug entity and one 
medical event entity from each fo-
rum to serve as labeled data and es-
tablished content coding for labeling 

Figure 2. A sample sentence represented as a dependency graph. Each node on the graph is a word, with the links between 
nodes representing semantic dependency between words.

Figure 3. Features generated from a dependency graph. These features tend to 
be word, entity types, POS tags, and generalized POS tags on the shortest path 
between two entities on the dependency graph.
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these sentences regarding whether the 
sentences contain related drug and 
medical event mentions. We custom-
ized SVM-light by adding our short-
est dependency path kernel function 
and trained the TSVM classifier on 
the shortest dependency path kernel 
before applying it to identify instances 
with a drug-event relation. Figure 4 
summarize the procedures for statisti-
cal learning.

Semantic filtering. Statistical learning 
methods can detect related drug and 
medical events but can’t precisely cap-
ture negation in sentences or differ-
entiate drug indication relations from 
ADEs. Most prior studies neglected the 
importance of filtering out drug indica-
tions and negated ADEs for analysis, 
leading to low precision. To address 
these issues, we developed a semantic 
filtering algorithm that utilizes the se-
mantic knowledge from a drug safety 
database to remove drug indications 
and rules from the negation detection 
tool to filter out negated ADEs.

In the US, the FDA strictly regu-
lates indications for medications. 
Drug indications are well-docu-
mented in drug safety databases 
such as FAERS. We can obtain drug 
indication knowledge from existing 
knowledge bases such as FAERS to 
formulate templates and filter drug 
indications. For negation detection, 
we use the linguistic rule-based nega-
tion detection tool, NegEx,14 a natu-
ral language processing system for 
negation detection of medical events 
in medical documents. It can identify 
negation phrases such as “never” and 
“no” and the scope of negation and 
then determine whether the medical 
events fall in the scope of negation. 
It has achieved 88 percent in pre-
cision and 85 percent in recall for 
identifying negated medical events. 
Given the ADE in a sentence, we can 
use NegEx to determine whether 

this event is negated. Figure 5 gives 
the detailed procedures for semantic 
filtering.

Report Source Classification
Reports of ADEs in social media can 
come from different sources, includ-
ing patient experience, third-hand ac-
counts, news, and research. Among 
them, reports based on patient expe-
riences have the most clinical value; 
others may introduce more noise and 
redundancy.2 However, no previous 
patient social media research has dif-
ferentiated patient reports of ADEs 
from third-hand accounts, news, and 
research. To address this issue, re-
port source classification can filter 
ADE reports not grounded in actual 

patients’ experiences. We developed a 
feature-based classification model to 
distinguish patient reports from hear-
say based on prior studies.15 Bag-of-
words (BOW) features and TSVMs 
assist in report source classification.

To obtain training and evaluation 
data for classification, we randomly 
selected 400 sentences with at least 
one drug entity and one medical event 
entity to create a gold standard evalu-
ation dataset. We established defini-
tions and decision rules for labeling 
whether the description in each sen-
tence is based on patients’ own expe-
riences. Two research associates were 
trained to label the selected sentences 
from each forum based on these 
rules. In total, we had 6,374 unique 

Figure 4. Statistical learning algorithm. It takes in relation instances, trains an SVM 
classifier on syntactic and semantic features, and predicts whether a pair of drug 
and event entities has a relation.

Figure 5. Semantic filtering algorithm. It takes a pair of related drug events and 
classifies the relation based on semantic rules generated from FAERS and NegEX.

Input: all relation instances with at least a pair of related 
       drug and medical events, R(drug, event).
Output: where the instance has a pair of related drug and event.
Procedure:
1. For each relation instance R(drug,event):

Generate Dependency Tree T of R(drug,event)
Features = Shortest Dependency Path Extraction (T, R)
Features = Syntactic and Semantic Classes Mapping (Features)

2. Separate relation instances into training set and test set
3. Train an SVM classifier C with shortest dependency kernel 
   function based on the training set
4. Use the SVM classifier C to classify instances in the test set 

into two classes R(drug, event) = True and R(drug, event) = False.

Input: a relation instance i with a pair of related drug 
       and medical events, R(drug, event).
Output: The relation type. 
If drug exists in FAERS:
Get indication list for drug;
For indication in indication list:

If event = indication:
Return R(drug, event) = ‘drug indication’;

For rule in NegEX:
If relation instance i matchesrule:

Return R(drug, event) = ‘negated adverse drug events’;
Return R(drug, event) = ‘adverse drug events’;
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features. We applied the linear kernel 
in SVM-light for semisupervised re-
port source classification.

Evaluation and Results
We use standard machine-learning 
and text analysis evaluation metrics, 
precision, recall, and f-measure, to 
evaluate the performances of our 
case study. These metrics have been 
widely used in information extraction 
and health social media studies:

i
i

i

Precision( )

# of correctly identified

instances for class
Total # of instances

identified as class

i
i

i

Recall( )

# of correctly identified

instances for class
Total # of instances

in class

=
+

i
precision i recall i

precision i recall i
F-measure( )

2* ( )* ( )
( ) ( )

.

To evaluate the performance of 
medical entity extraction, we ran-
domly selected 200 sentences from 
the test data and established defini-
tions and content coding for labeling 
entities and medical event entities. 
Two graduate-level research associ-
ates were trained to annotate the se-
lected sentences for medical entities. 
When their labels disagreed, a third 
rater would review the data and make 
a final decision. We then compared 

the results from our automatic tagger 
against this gold standard.

To evaluate our approach for 
ADE extraction with both statistical 
learning and semantic filtering 
(SL+SF), we established content coding 
for labeling ADEs based on informa-
tion in existing knowledge bases and 
advice from clinical experts. Four hun-
dred sentences with at least one drug 
entity and one medical event entity 
were randomly selected and annotated 
to serve as the gold standard for eval-
uation: we had 762 relation instances 
in the gold standard dataset, including 
302 instances with no related drug and 
event, 276 ADE relations, 15 negated 
ADE relations, and 169 drug indica-
tion relations. To justify the selection 
of kernel function in statistical learn-
ing, we compared the results from the 
shortest dependency path (SDP) kernel 
with the BOW kernel. We then com-
pared extraction results from our ap-
proach against the gold standard. To 
demonstrate the efficacy of our pro-
posed method, we conducted co-oc-
currence (CO) analysis-based ADE 
extraction as a baseline for compari-
son. We adopted this approach from a 
prior study, in which if a drug occurred 
within 20 tokens of an event term, it 
was treated as a co-occurrence.3

We conducted five-fold cross-val-
idation to obtain the evaluation re-
sults for ADE extraction and report 
source classification—each time, we 

used 80 percent of labeled data and 
all the unlabeled sentences in our tes-
tbed as a training set and 20 percent 
of labeled data as a test set. Table 1 
summarizes our evaluation results.

For significance testing, we cre-
ated two contingency tables for ADE 
extraction and report source classi-
fications based on the results of the 
five-fold cross-validations over 762 in-
stances—specifically, we adopted Fish-
er’s Exact Test to compute the p values 
for null hypotheses (see Table 2). Both 
p values are below 0.01. The associa-
tions between methods and outcomes 
are significant for both ADE extraction 
and report source classification.

Our approach achieved 93.9 per-
cent in precision, 91.7 percent in re-
call, and 92.5 percent in f-measure 
for drug entity extraction. Regard-
ing medical event entity extraction, 
our precision was 87.3 percent, recall 
80.3 percent, and f-measure 83.5 per-
cent. Based on the evaluation results, 
we observe that our approach sig-
nificantly increases the precision and 
f-measure for ADE extraction. The SDP 
kernel outperformed the BOW kernel, 
and our method achieves 82 percent in 
precision, 60 percent in recall, and 69 
percent in f-measure. In contrast, the 
CO baseline method achieves 36 per-
cent in precision, 100 percent in recall, 
and 53 percent in f-measure. 

Without report source classification 
(RSC), the extraction performance is 
heavily affected by noise in the dis-
cussion—specifically, the precision is 
62.5 percent, recall is 100 percent, and 
f-measure is 76.9 percent without RSC. 
After RSC, the precision increased to 
83.5 percent, and overall performance 
(f-measure) increased to 83.8 percent. 
Applying the proposed techniques in 
our testbed, we obtained 1,069 ADE 
relations and among them, 652 are 
patient reports. It took each rater 10 
to 15 hours of effort to create a gold 
standard dataset with 400 sentences. 

Table 1. Evaluation results of our research framework.*

Component Category Precision (%) Recall (%) F-measure (%)

Medical named entity 
extraction

Drug 93.90 91.70 92.50

Medical event 87.30 80.30 83.50

ADE extraction

SL with BOW 27.34 77.36 40.36

SL with SDP 61.50 59.81 60.64

SL+SF approach 81.70 59.81 69.06

CO approach 36.22 100.00 53.18

Report source 
classification

With RSC 83.50 84.10 83.80

Without RSC 62.50 100.00 76.92

* ADE = adverse drug event, BOW = bag of words, CO = co-occurrence, RSC = report source classification, SDP = shortest 
dependency path, SF = semantic filtering, SL = statistical learning.
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Compared to a fully manual approach, 
our proposed method minimized man-
ual effort and managed to improve effi-
ciency. Compared to baseline methods, 
our approach significantly improved 
the accuracy and overall quality of the 
social media ADE reports, which pro-
vides more reliable evidence for risky 
drug identification.

In the future, we’re going to exam-
ine the uniqueness and novelty of 

patient reported ADE in social media. 
We plan to develop a meta-learning 
method to aggregate ADEs from mul-
tiple sources and predict drugs with 
high risks of adverse events earlier. 
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Table 2. Contingency tables for Fisher’s Exact Test.

ADE 
extraction

Accurate 
ADE

Inaccurate 
ADE

Report source 
classification

Accurate 
patient report

Inaccurate 
patient report

SL+SF 163 38 With RSC 399 78

CO 276 486 Without RSC 476 286

p value < 0.01 p value < 0.01
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